Onset of convection over a transient base-state in anisotropic and layered porous media
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The topic of density-driven convection in porous media has been the focus of many recent studies due to its relevance as a long term trapping mechanism during geological sequestration of carbon dioxide. Most of these studies have addressed the problem in homogeneous and anisotropic permeability fields using linear-stability analysis and relatively little attention has been paid to heterogeneous systems. Previous investigators have reduced the governing equations to an initial value problem and analyzed it with either a Quasi-Steady State Approximation (QSSA model) or using numerical integration with arbitrary initial perturbations. Recently, Rapaka \textit{et al.} (2008) used the idea of Non-modal stability analysis to compute the maximum amplification of perturbations in this system, optimized over the entire space of initial perturbations. This technique is a mathematically rigorous extension of the traditional normal-mode analysis to non-normal and time-dependent problems. In this work, we intend to extend this analysis to the important cases of anisotropic and layered porous media with a permeability variation in the vertical direction. The governing equations are linearized and reduced to a set of coupled ordinary differential equations of the initial value type using the Galerkin technique. Non-modal Stability Analysis is used to compute the maximum growth of perturbations along with the optimal wavenumber leading to this growth. We show that, unlike the solution of the initial value problem, results obtained using non-modal analysis are insensitive to the choice of bottom boundary condition. For the anisotropic problem, the dependence of critical time and wavenumber on the anisotropy ratio was found to be in good agreement with theoretical scalings proposed by Ennis-King \textit{et al.} (2005). For heterogeneous systems, we show that uncertainty in the permeability field at low wavenumbers can influence the growth of perturbations. We use a Monte-Carlo approach to compute the mean and standard deviation of the critical time for a sample permeability field. The results from theory are also compared with finite-volume simulations of the governing equations using fully heterogeneous porous media with strong layering. We show that the results from Non-modal Stability Analysis match extremely well with those obtained from the simulations as long as the assumption of strong-layering remains valid.

\textsuperscript{†} E-mail: saikiran@jhu.edu
1. Introduction

Geological sequestration of carbon dioxide (CO$_2$) into saline aquifers is considered to be one of the most promising short-term solutions to mitigating greenhouse gas emissions (IPCC (2005)). The process involves capturing and pumping carbon dioxide produced at large industries and power plants into aquifers at a depth more than 800m below the surface of earth. Under the conditions present in these aquifers, carbon dioxide exists in a supercritical state with a density lower than that of the surrounding brine. The injected carbon dioxide rises upwards due to buoyancy and settles under the low-permeability caprock (Hitchon (1996)). Over a period of many decades following injection, the carbon dioxide slowly dissolves into the underlying brine. This solution of brine saturated with carbon dioxide has a density slightly higher (by about 1%) than that of pure brine (Garcia (2001)), resulting in a gravitational instability. Under suitable conditions, this instability manifests itself in the form of fingers of CO$_2$-rich brine penetrating downwards. This convective mechanism is expected to greatly enhance the rate of dissolution of CO$_2$ resulting in faster localization of the injected carbon dioxide.

Due to the importance of density-driven convection process, there has been renewed interest in studying the onset of convection along with the associated length and time-scales. Historically, the earliest work on convection in porous media was by Horton & Rogers (Horton & Rogers Jr (1945)) and Lapwood (Lapwood (1948)), who studied the onset of cellular convection over a linear, steady-state temperature profile in isotropic porous media using linear stability theory. These results were found to be in good agreement with experiments and numerical simulations (Cheng (1978)). A large body of work has focused on understanding this cellular mode of convection (see for instance Beck (1972)) and a good review of the existing work is provided by Nield & Bejan (1999). The analysis was extended to the case of anisotropic media by Castinel & Combarnous (1977), Epherre (1977) and Kvernvold & Tyvand (1979) who used linear stability theory to derive the critical Rayleigh number for anisotropic media. Wooding (1978) presented criteria for the onset of convection in media in which the permeability varies in the vertical direction. Nield (1997) introduced the idea of an effective Rayleigh number using the square of the harmonic mean of square-roots of permeability. The case when one of the principal axes of permeability is not aligned with the direction of gravity was analyzed by Tyvand & Storesletten (1991). A nonlinear stability analysis for the anisotropic case was performed by Nilsen & Storesletten (1990).

The onset of convection in layered media was studied by McKibbin & O’Sullivan (1980) who studied two and three-layered media with varying contrasts of permeability. McKibbin & Tyvand (1982) showed that the large-scale convection in multilayered porous media converges to the homogeneous anisotropic model as the number of layers increases. Systems with vertically varying permeability were considered by Nield (1994) and Leong & Lai (2001), and Braester & Vadasz (1993) studied the effects of a weak heterogeneity using a perturbative approach. Simmons et al. (2001) and Prasad & Simmons (2003) studied the Elder problem (Elder (1967)) in heterogeneous media and concluded that the traditional Rayleigh number based criteria is not adequate for heterogeneous systems. Subsequently, Nield & Simmons (2007) emphasized the need to identify between strong and weak heterogeneity and argued that the idea of an effective Rayleigh number is useful for the case of weak heterogeneity.

The problem considered in this work differs from the Horton-Rogers problem due to the time dependence of the base-state. We consider a quiescent porous medium with
initially no dissolved carbon dioxide in contact with an infinite source of carbon dioxide at the top of the domain. The analogous case for heat transfer would be a system which is suddenly heated at the bottom. Mathematically, we specify that the brine lying at the interface with supercritical CO$_2$ is saturated with carbon dioxide. Much work has been done on describing the stability of time-dependent systems. One early approach is the so-called Quasi-Steady State Analysis (QSSA), which involves “freezing” the base-state at some initial time $t_0$ and studying the dynamics of the perturbations on the nonlinear base-state (Lick (1965) and Currie (1967)). In this approach the main assumption is that the perturbations are evolving much faster than the base-state and the time-dependence of the base-state only enters through the parameter $t_0$. Another approach is to use a suitably selected eigenfunction decomposition to convert the partial differential equations (PDEs) into a set of coupled ordinary differential equations (ODEs) of the initial-value kind (Foster (1965)) for the coefficients of the expansion. One problem with this approach is that the initial conditions required to solve the ODEs are not known. Foster (1965) studied the dynamics of this system for many different initial conditions and found that a “white-noise” initial condition in which all the coefficients are set to unity to give the fastest growth. Tan & Homsy (1986) compared the QSSA approach to the initial value approach and found that except for a brief period when the base-state is changing rapidly, the two approaches give comparable results. Jhaveri & Homsy (1982) used a stochastic formulation where the amplitude of the random forcing was computed using statistical thermodynamics. An approach complimentary to linear stability is the energy technique (Joseph (1976), Straughan (2004)) where one studies the dynamics of a suitable defined energy functional.

Following Foster (1965), many investigators have recently used the initial-value approach to analyze the carbon sequestration problem (Ennis-King et al. (2005), Xu et al. (2006), Hassanzadeh et al. (2006)). Ennis-King et al. (2005) have used linear stability analysis and global stability analysis to provide bounds for the length and time-scales of convection in anisotropic porous media. They also used single-term Galerkin solution to obtain analytical scalings for the dependence of critical time and wavenumbers on the anisotropy ratio. Xu et al. (2006) extended these results by considering the variation of both horizontal and vertical permeability. Hassanzadeh et al. (2006) used initial conditions with different spectra to study the growth of perturbations. In principle, we would like to use the optimal (fastest growing) perturbations to study the length and time-scales of convection. Riaz et al. (2006) studied the problem for isotropic media using a coordinate transformation to a similarity variable. They show that the solution resolves to the dominant mode rapidly in this formulation, allowing them to study the dynamics of only the dominant mode.

Recently, Rapaka et al. (2008) have used the idea of non-modal stability theory (Schmid (2007), Farrell & Ioannou (1996a), Farrell & Ioannou (1996b) and Trefethen & Embree (2005)) to compute the maximum amplification obtained by perturbations, optimized over the entire space of initial conditions. They also obtained the physical structure of the optimal perturbation and showed an excellent match with 3-dimensional direct numerical simulations of the governing equations. In this paper, we extend this work to account for the effects of anisotropy and horizontal layering of the medium. In Section 2, we describe the governing equations for the system and derive the ODEs for the linearized system. Section 3 provides a brief introduction to the idea of non-modal stability and the mechanism for the onset of convection. In Section 4 we present the results for anisotropic systems and Section 5 presents stability results for layered porous media along with a comparison with finite-volume computations. Finally we present some concluding remarks in Section 6.
2. Governing Equations

The basic equations governing flow and transport in porous media are Darcy’s law for the momentum of the fluid, continuity equation enforcing conservation of mass and an advection-diffusion equation for the concentration of dissolved CO$_2$:

\[ \mu K^{-1} \cdot \textbf{v} = -\nabla P + \rho_f g e_z, \]  
\[ \frac{\partial \rho_f}{\partial t} + \nabla \cdot (\rho_f \textbf{v}) = 0, \]  
\[ \phi \frac{\partial C}{\partial t} + \nabla \cdot (\textbf{v} C) = \phi D \nabla^2 C, \]

where, $\mu$ is the viscosity of the fluid, $\textbf{v} = (u, v, w)$ is the Darcy velocity, $P$ is the pressure, $\rho_f$ is the density of brine-CO$_2$ mixture, $g$ is the acceleration due to gravity, $C$ is the concentration of dissolved CO$_2$, $\phi$ is the porosity and $D$ is the diffusion coefficient of carbon dioxide in brine. The tensor $K$ is the permeability tensor, which is taken to be of the following form in this paper:

\[ K = \begin{pmatrix} K_H & 0 & 0 \\ 0 & K_H & 0 \\ 0 & 0 & \gamma K_H \end{pmatrix}, \]

where $K_H$ is the permeability in the horizontal directions and $\gamma \leq 1.0$ is the constant anisotropy ratio. For cases where we are interested in the effects of heterogeneity, we take $\gamma = 1$ and $K_H$ to be a function of the vertical direction, $K_H = K_H(z)$. Many reservoirs and aquifers are composed of layers with different permeabilities, and studying such systems is of great interest to petroleum exploration, modeling contaminant transport and understanding geothermal convection. Experimental studies on the equation of state of the brine-CO$_2$ system have shown that the density of the mixture is approximately linear in the concentration of dissolved CO$_2$ within the range of pressures and temperatures of interest (Garcia (2001)):

\[ \rho_f = \rho_0 (1 + \beta C), \]

where $\beta = (1/\rho_0) \partial \rho_f / \partial C$. Also, since the total change in density under saturated conditions is less than 1%, we work in the framework of Boussinesq approximation, replacing $\rho_f$ by $\rho_0$ everywhere, except in the buoyancy term.

In this paper, we are concerned with two separate, but closely related problems: (i) the effect of anisotropy and (ii) the effect of vertical heterogeneity (layering) on the critical time and length-scales characteristic of convection. While studying the effects of anisotropy, $K_H$ is taken to be a constant value with no spatial dependence, whereas, for the heterogeneous cases, we use $\gamma = 1.0$ (i.e., locally isotropic) and $K_H$ varies in the vertical direction. This vertical variation of permeability can be shown to lead to global anisotropy when the number of layers is large (for the convergence of a layered model to the anisotropic case, see McKibbin & Tyvand (1982)).

2.1. Formulation for the anisotropy problem

Following Ennis-King et al. (2005), we nondimensionalize the governing equations using:

\[ \hat{x} = \frac{x}{H}, \quad \hat{y} = \frac{y}{H}, \quad \hat{z} = \frac{z}{H}, \]
\[ \hat{u} = \frac{u H}{\phi D}, \quad \hat{v} = \frac{v H}{\phi D}, \quad \hat{w} = \frac{w H}{\phi D}, \]
\[ \hat{C} = \frac{C}{C_0}, \quad \hat{P} = \frac{P}{\rho_0 H g}, \quad \hat{t} = \frac{t D}{H^2}. \]
In the following discussion, we omit the hats over the nondimensional variables for simplicity. The resulting non-dimensional equations are:

\[ \mathbf{v} = -\nabla P + \gamma Ra \mathbf{e}_z, \]  
\[ \nabla \cdot \mathbf{v} = 0, \]  
\[ \frac{\partial C}{\partial t} + \nabla \cdot (\mathbf{v}C) = \gamma \nabla_{HH}^2 C + \frac{\partial^2 C}{\partial z^2}, \]

where \( Ra \) is the Rayleigh number, defined as:

\[ Ra = \frac{K H \rho_0 \beta C_0 g H}{\mu \phi D}. \]  

Eliminating pressure from the momentum equation, we get:

\[ \nabla^2 w = \gamma Ra \nabla_{HH}^2 C, \]

where \( \nabla_{HH}^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \) is the laplacian in the horizontal directions. The boundary conditions for the velocity and concentration fields are:

\[ w(z = 0) = 0, \quad w(z = 1) = 0, \]  
\[ C(z = 0) = 1, \quad \frac{\partial C}{\partial z}(z = 1) = 0. \]

### 2.2. Formulation for the heterogeneous problem

In this case, the permeability is locally isotropic (i.e., \( \gamma = 1.0 \)) and can be given by a single function \( K(z) \). For convenience, we define the resistance function, \( R(z) = K(z)^{-1} \).

Nondimensionalizing the equations as before, we get:

\[ R(z) \mathbf{v} = -\nabla P + Ra \mathbf{e}_z, \]  
\[ \nabla \cdot \mathbf{v} = 0, \]  
\[ \frac{\partial C}{\partial t} + \nabla \cdot (\mathbf{v}C) = \nabla^2 C, \]

where the Rayleigh number is now defined as:

\[ Ra = \frac{K_0 \rho_0 \beta C_0 g H}{\mu \phi D}. \]

The global Rayleigh number depends on a permeability scale, \( K_0 \), the choice of which is non-trivial (for a discussion, refer to Nield & Simmons (2007)). In this work, we choose \( K_0 \) to be the harmonic mean of the permeability. Taking the curl of the momentum equation twice, we obtain:

\[ \nabla (\nabla \cdot (R \mathbf{v})) - \nabla^2 (R \mathbf{v}) = -\gamma Ra \nabla_{HH}^2 \mathbf{e}_z. \]

Using the incompressibility constraint, this equation can be simplified to:

\[ R \nabla^2 w + R' w' = Ra \nabla_{HH}^2 C, \]

where the primes denote differentiation along the vertical direction.

### 3. Linear Analysis: Non-modal growth

For both the anisotropic and heterogeneous formulations, the vertical component of velocity is related to the concentration field through a linear operator, \( L \). For simplicity, we will just refer to the velocity equation as

\[ Lw = Ra \nabla_{HH}^2 C, \]
where, for the anisotropic problem the operator $L$ is:

$$L = \frac{1}{\gamma} \nabla^2,$$

and for the heterogeneous problem:

$$L = R \nabla^2 + R' \frac{d}{dz}.$$

We now formally separate the pressure and concentration of dissolved CO$_2$ into a base-state and superimposed perturbations of initial magnitude $\epsilon$:

$$C = C_{ref} + \epsilon \theta, \quad P = P_{ref} + \epsilon \Pi.$$

When these are substituted into the governing equations, terms of order $O(\epsilon^2)$ are ignored and the equation is analysed at different orders of $\epsilon$, we get:

$$\frac{\partial C_{ref}}{\partial t} = \frac{\partial C_{ref}}{\partial z^2}, \quad (3.1)$$

$$C_{ref}(z = 0, t) = 1, \quad \frac{\partial C_{ref}}{\partial z}(z = 1, t) = 0, \quad C_{ref}(z, t = 0) = 0.$$

The vertical velocity equation, being linear, is unaffected:

$$Lw = Ra \nabla_H^2 \theta, \quad (3.2)$$

with the following boundary conditions:

$$w(z = 0) = 0, \quad w(z = 1) = 0.$$

Finally, the linearized dynamics of the perturbation are given by:

$$\frac{\partial \theta}{\partial t} + w \frac{dC_{ref}}{dz} = \nabla_H^2 \theta + \frac{\partial^2 \theta}{\partial z^2}, \quad (3.3)$$

$$\theta(z = 0, t) = 0, \quad \frac{\partial \theta}{\partial z}(z = 1, t) = 0.$$

We now take the vertical velocity and the concentration perturbation to be wavelike in the horizontal direction and expand them in terms of suitable eigenfunctions satisfying the boundary conditions in the vertical direction:

$$w = \sum_n \tilde{w}_n e^{ik_x x} \sin(n \pi z), \quad (3.4)$$

$$\theta = \sum_n \tilde{\theta}_n e^{ik_x x} \sin \left( \left( n - \frac{1}{2} \right) \pi z \right). \quad (3.5)$$

After substitution of these equations in the linearized governing equations, and use of the Galerkin technique, the partial differential equations can be reduced to a set of coupled ordinary differential equations of the initial-value type for the coefficients $\tilde{\theta}_n$:

$$\frac{d}{dt} \tilde{\theta}_n = G_{mn} \tilde{\theta}_m, \quad (3.6)$$

where the matrix $G$ for the anisotropy problem is given by:

$$G = A^{-1} \left[ B - \gamma Ra_h CE^{-1} D \right], \quad (3.7)$$

$$A_{nm} = \frac{1}{2} \delta_{nm}, \quad (3.8)$$

$$B_{nm} = -\frac{1}{2} \left[ \gamma k^2 + \left( m - \frac{1}{2} \right)^2 \pi^2 \right] \delta_{nm}. \quad (3.9)$$
\begin{align*}
C_{nm} &= -\frac{1}{2} \left[ \exp \left\{ -\left( m + n - \frac{1}{2} \right)^2 \pi^2 t \right\} - \exp \left\{ -\left( m - n + \frac{1}{2} \right)^2 \pi^2 t \right\} \right], \quad (3.10) \\
D_{nm} &= (-1)^{n+m} \frac{s^2 n}{\pi (n + m - \frac{1}{2})(n - m + \frac{1}{2})}, \quad (3.11) \\
E_{nm} &= -\frac{1}{2} \left( k^2 + m^2 \pi^2 \right) \delta_{nm}, \quad (3.12)
\end{align*}

For every realization of the resistance field $R(z)$, the integrals are computed numerically at the beginning of the calculation. One can also use the linear relation between the vertical velocity and the concentration perturbation to derive ODEs for $\hat{w}_n$. The amplitude of perturbations in this formulations is then understood to be related to the kinetic energy of the perturbations. These two approaches are expected to yield identical results.

Once the partial differential equations have been reduced to ordinary differential equations of the initial value type, we are faced with the problem of supplying suitable initial conditions for solving these equations. In principle, one would like to consider the fastest growing perturbations and obtain bounds using these solutions. However, it has been extremely difficult to obtain the fastest growing perturbations due to the time-dependence of the base-state. We cannot use the traditional eigenvalue treatments since the problem is non-autonomous (i.e., the matrix $G$ is time-dependent). Previous investigators have either solved the initial value problem with an arbitrarily chosen initial condition (following Foster (1965)) or used a Quasi-Steady State Approximation (QSSA) model and frozen the base-state at some initial instant of time. Clearly, both of these approaches have shortcomings in dealing with the problem. Recently, the eigenvalue approach has been generalized to deal with problems with extremely non-normal and non-autonomous matrices. This technique is called Non-modal stability analysis. Here, we present a brief overview of the idea behind non-modal stability analysis.

Consider the sample vector differential equation:

\[ \frac{d}{dt} x = G(t)x. \]  

We now define the propagator for this system, $X(t, t_0)$ as:

\[ x(t) = X(t, t_0)x(t_0), \]  

i.e., the propagator $X$ is a time-dependent matrix which maps the initial condition $x(t_0)$ into the solution of the ODE at time $t$. Substituting this definition into the ODE, we get:

\[ \frac{d}{dt} X(t, t_0) = G(t)X(t, t_0), \]  

(3.21)
which is a matrix-differential equation for the propagator $X(t, t_0)$. However, the advantage with this equation is that the initial condition needed to solve it is known:

$$X(t_0, t_0) = I,$$

(3.22)

where $I$ is the identity matrix. We can now use a numerical integrator, like the Runge-Kutta scheme, to solve this set of equations for the propagator. Once the propagator is obtained, the evolution of any perturbation $x(t_0)$ can be obtained using the definition of the propagator. In particular, let us calculate the amplification $\sigma_i(t)$ of some perturbation $x_i(t_0)$:

$$\sigma_i(t) = \frac{|x_i(t)|}{|x_i(t_0)|}.$$  

(3.23)

What we are really interested in is the amplification maximized over all possible initial conditions, $\sigma(t) = \max_i \sigma_i(t)$. Let us also simplify by normalizing the initial condition such that $|x(t_0)| = 1$. We now have,

$$\sigma(t) = \max |X(t, t_0)x(t_0)|.$$  

(3.24)

This is, by definition, the first singular value of the matrix $X(t, t_0)$ which can be computed using the Singular Value Decomposition (please refer Golub & Loan (1996)). Further, the initial condition $x(t_0)$ which leads to this amplification can be obtained as the corresponding right singular vector. Non-modal analysis thus not only provides us with the maximum amplification over all possible initial conditions, it also gives us the initial condition which leads to this amplification. For a detailed review of non-modal stability theory, please refer to Farrell & Ioannou (1996a), Farrell & Ioannou (1996b) and the recent review by Schmid (2007).

This approach of using singular-values to compute the growth of perturbations is exact for any linear system. For the problem of density-dependent convection in porous media, it can be shown that all perturbations decay in the asymptotic limit $t \to \infty$. This leads to a serious difficulty in defining the onset of convection within the framework of the linearized equations. The physical mechanism of the onset of convection is a nonlinear one - when the perturbations have amplified to a large-enough extent, the nonlinear terms neglected in our analysis become dominant. Rapaka et al. (2008) compared the growth of perturbations in homogeneous porous media to those observed in pseudo-spectral simulations and showed that the early fingers manifest themselves when the nonlinear terms begin to dominate. They also showed that the time when this transition occurs depends on the initial amplitude of the perturbations.

4. Results for anisotropic media

In this section, we present the results obtained for the case of homogeneous porous media with constant anisotropy ratio. In our previous publication (Rapaka et al. (2008)) for the isotropic problem, we showed that the onset of instability is marked by the dominance of nonlinear terms neglected in the linear analysis. The extent of magnification required depends on the initial amplitude of perturbations, for which estimates are hard to obtain. For simplicity, in this work we define the *critical time of order-k*, $t^{(k)}_c$ as the time at which the most unstable perturbation reaches an amplification of $10^k$. For instance, for a given Rayleigh number $Ra$, $t^{(3)}_c$ is the earliest time at which some perturbation is amplified by a factor of 1000. In a similar sense, the *critical Rayleigh number of order-k*, $Ra^{(k)}_c$ is defined to be the smallest Rayleigh number for which some perturbation reaches an amplification by a factor of $10^k$. 
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Figure 1. Comparison of critical wavenumbers computed using the initial value approach (above) with those computed using Non-modal stability (below) analysis. In each case, the solid line corresponds to using a Dirichlet boundary condition at the bottom wall and the symbols correspond to a Neumann boundary condition. We observe that the results obtained using Non-modal analysis are insensitive to the bottom boundary condition, as expected.

Using these definition, we first compare our results with those obtained using an initial value approach. Since the onset of convection occurs far from the bottom boundary, it has been recognized that the critical time and wavenumbers should be insensitive to the boundary conditions applied at the bottom wall. Following the Galerkin procedure presented in Ennis-King et al. (2005), we have computed the growth rates of perturbations using both a Dirichlet boundary condition, as well as a Neumann boundary condition at the bottom wall. In Fig.(1), we compare the critical wavenumbers of order-3 computed using non-modal analysis with those obtained by Ennis-King et al. (2005) using the initial value approach for both sets of boundary conditions. The Rayleigh numbers in our simulations are different from those used by Ennis-King et al. (2005) due to the difference in the definition of critical Rayleigh number. Since we require a minimum amplification of three orders of magnitude, the Rayleigh numbers for our simulations are higher than those used for the initial value calculation.

We find that the critical wavenumbers computed using non-modal analysis are relatively insensitive to the bottom boundary condition as expected. This reflects the fact that the optimal initial perturbation for both boundary conditions is essentially the same, and is captured well by non-modal analysis. An initial condition, such as $\hat{\theta}_n = 1, \forall n$, represents a different function for the Dirichlet boundary condition than it does for the Neumann boundary condition, since the eigenfunction basis is different. This is possibly the result for the discrepancy in critical wavenumbers predicted using the initial value problem.

In their work, Ennis-King et al. (2005) also used single term approximations of the Galerkin expansion to obtain analytical scalings for the dependence of critical Rayleigh
Figure 2. Dependence of the critical (a) Rayleigh numbers $Ra_c(k)$, (b) wavelengths $\lambda_c(k) = 2\pi Ra_c(k)/s_c(k)$ and (c) timescales $c_1(k)(\gamma) = Ra_c(k)^2 c_1(k)$ on the anisotropy ratio $\gamma$. Symbols: analytical scaling predicted by Ennis-King et al. (2005), solid line: $k = 0$ and dashed line: $k = 3$.

The critical values of Rayleigh number presented so far are values computed over large timescales. For engineering purposes, one is interesting in knowing the medium properties (permeability, porosity etc.) needed to ensure that the perturbations amplify a certain amount in a specified amount of time. We have used nonmodal stability analysis to compute critical Rayleigh numbers conditioned on the maximum time at which the perturbations amplify by a factor of $10^3$. We have computed the smallest Rayleigh number needed to achieve a perturbation amplification of a factor of $10^3$ for $t < 0.01$, $t < 0.1$ and $t < 1.0$. In Fig.(3), we show the phase diagram of the different critical Rayleigh numbers as a function of the anisotropy ratio $\gamma$. It can be seen that requiring the critical time to
Figure 3. Phase diagram of the critical Rayleigh numbers $Ra_{c}^{(3)}$ as a function of the anisotropy ratio $\gamma$ for different values of $t_{\text{max}}$. For a given Rayleigh number and anisotropy ratio, this plot can be used to determine the time for the perturbations to amplify by a factor of 1000.

be less that 0.01 increases the minimum Rayleigh number by a factor of 10. Given the properties of a particular site, this plot can also be used to estimate the time needed for the onset of convection.

5. Results for heterogeneous systems

In this section, we will present results relevant to heterogeneous porous media with a dominant layering structure. To this effect, we have used non-modal stability theory to compute the growth of perturbations for simple permeability fields of the form $\log R(z) = \delta \sin(n\pi z)$, where $n$ is the wavenumber associated with permeability variation in the vertical direction.

5.1. Effect of characteristic-length scale

We used permeability fields of the form $\log R(z) = \delta \sin(n\pi z)$ for $n$ taking all integer values between 1 and 40. We used $\delta = -1$ in all the simulations, resulting in decreasing resistance to flow at the top of the domain i.e., for $z \in [0, 1/2n]$. We used the first 32 modes in the Galerkin expansion of concentration fluctuation, and computed the amplification of perturbations for $0 \leq t \leq 0.01$. The horizontal wavenumber was varied between $k = \pi$ and $k = 50\pi$.

In Fig. (4), we show the maximum amplification achieved by the perturbations as a function of the wavenumber $n$ corresponding to variation in the vertical direction. It is seen that there are two distinct regimes in this plot. For sufficiently low values of $n$, the variations in permeability have a very strong influence on the growth of perturbations, whereas at higher values of $n$ the system seems to be relatively unaffected by the
wavenumber. The wavenumber at which this behavior changes is associated with the diffusive length scale \( l = \sqrt{Dt} \). Permeability variations below this length scale have only a small influence on the growth of perturbations whereas variations in permeability at larger length scales have a very strong influence. Since the only non-dimensional parameter for this problem is the Rayleigh number which depends on the diffusion coefficient as \( D^{-1/2} \), we expect the transition wavenumber to scale as \( n \sim Ra^{1/2} \).

Fig. (4) shows that variations of permeability at low wavenumbers has a very strong influence on the dynamics of perturbations. Since the permeability data can never be obtained exactly, this simulation underscores the importance of uncertainty quantification for heterogeneous media. It is possible to undertake such a task using a Monte-Carlo approach. We generated a set of 1000 permeability fields, obtained by adding perturbations to a base field, and calculated the growth of perturbations for this set of realizations. In Fig. (5(a)), the different realizations are shown along with the base resistance field (bold line). The amplifications computed for the different realizations are shown in Fig. (5(b)). The simulations were performed using a Rayleigh number of \( Ra = 900 \). The permeability field has a relatively mild heterogeneity, with a variation less than one order of magnitude. We can now use the times at which each system attains three orders of magnitude amplification, to generate the probability distribution function of the critical time for this system. In Fig. (5(c)), we show the probability density function for the critical times. The mean critical time was found to be \( 1.6 \times 10^{-3} \) with a standard deviation of \( 1.2 \times 10^{-4} \).

5.2. Comparison with simulations

For engineering purposes, we are interested in real porous media which are heterogeneous in all directions. For the purposes of this manuscript, our interest is in those fields in which the typical variation of permeability in the vertical direction is much larger than that in the horizontal directions. To make this definition more formal, we define a parameter \( \alpha \) as the ratio of the norms of permeability gradients in the horizontal and vertical directions:

\[
\alpha = \frac{||\partial_x K||}{||\partial_z K||}
\]
Figure 5. (a) Sample resistance fields generated for uncertainty quantification, the bold line is the base resistance field (b) Growth of perturbations for the different realizations, bold line corresponds to the base field, and (c) the probability density of critical times observed. The mean critical time was $1.6 \times 10^{-3}$ with a standard deviation of $1.2 \times 10^{-4}$ when $Ra = 900$.

The case $\alpha = 0$ corresponds to a strictly layered porous medium (variation only in the vertical direction), where the limit $\alpha = 1$ corresponds to an isotropic porous medium. The growth of perturbations calculated using non-modal analysis is expected to be useful whenever $\alpha \ll 1$.

We will first describe the technique used for generating the heterogeneous permeability fields. The permeability fields are generated by adding an isotropic random fluctuation field to a strictly layered permeability field.

$$
\log K(x, z) = \log K_0(z) + \epsilon \zeta(x, z) \tag{5.1}
$$

We have also ensured that the horizontal mean along any slice of $\zeta(x, z)$ vanishes, so that the horizontally averaged $\log K(x, z)$ is the same as $\log K_0$:

$$
\int \zeta(x, z) dx = 0, \forall z. \tag{5.2}
$$

The isotropic fields are generated using the turning bands method (Mantoglou & Wilson (1982)) and modified to ensure zero mean along each horizontal slice. By varying $\epsilon$ in Eqn.(5.1), it is possible to control the value of $\alpha$. On the other hand, given a value of $\alpha$, we can compute $\epsilon$ by using any standard root-finding techniques. As an example, we consider the one-dimensional log-permeability field and the isotropic fluctuation shown in Fig. (6). By choosing different values of $\epsilon$, it is possible to obtain heterogeneous structures characterized by different values of $\alpha$. We used this technique to generate permeability fields with $\alpha$ varying from 0.1 to 0.9 in increments of 0.1. These structures are shown in Fig. (7).

To compare the predictions of stability theory with two-dimensional heterogeneous media, we developed a staggered-grid finite-volume solver for the governing equations (Ferziger & Peric (2001)). Pressure and concentration of dissolved carbon dioxide are stored at the center of the grid-cell, whereas the fluid velocities are defined on the corresponding edges. The equations are integrated in time using a second-order Adams-Bashforth technique and a Runge-Kutta time-stepper is used for the first time step. The finite-volume solver was tested by comparing the results obtained for a homogeneous system with those obtained using a pseudo-spectral solver.

The finite-volume simulations are initialized using the analytical base-state at $t = 10^{-4}$. The initial concentration field is perturbed by adding a Gaussian, spatially uncorrelated noise field. In our previous publication (Rapaka et al. (2008)), we showed that when the
Figure 6. (a) The one-dimensional base permeability field with no variations in the horizontal direction, and (b) An isotropic permeability fluctuation, generated using the turningbands algorithm.

Figure 7. Sample permeability fields generated using a linear combination of the fields shown in Fig. (6), labelled by their value of $\alpha$. The proportion of isotropic fluctuation added is chosen to yield the required value of $\alpha$.

Simulations are initialized using the most-amplified initial perturbation, the growth of perturbations matches extremely well with those predicted from theory. When the initial perturbation is taken to be random noise, there is significant decay of perturbations initially due to the rapid relaxation of the sub-optimal modes. Very soon, the perturbation resolves itself to the dominant mode after which the growth of perturbations is expected to match the theoretical prediction. In Fig. (8(a)), we compare the growth of perturbations predicted from theory with those obtained from a finite-volume simulation. As expected, we observe an initial decay period where the energy in the perturbations drops sharply and the perturbation resolves itself to the dominant mode. Beyond this, the growth of the perturbation agrees extremely well with that predicted by the theory. At some point during this growth process, the perturbations become strong enough that the non-linear terms neglected in the stability theory become dominant. After this
Figure 8. (a) Comparison of the amplification predicted by non-modal theory (blue line) to that obtained in a Finite Volume simulation (red line) with $\epsilon = 10^{-3}$. We observe three distinct regions in the growth from numerical simulations: (I) an initial transient period of rapid relaxation of sub-optimal modes, (II) growth of perturbations which agrees well with that predicted by the theory, and (III) non-linear growth of the fingers (b) Comparison of the growth rates obtained from simulations with different values of $\alpha$. The Rayleigh number is $Ra = 400$ and log-permeability has a standard deviation of 1.0. The curve corresponding to non-modal theory has been scaled down by a factor of 100 for ease of comparison.

point of time, the growth of perturbations in the simulation begins to deviate from the theoretical prediction.

To study the influence of $\alpha$, we generated many realizations such as that shown in Fig. (7). For each realization, the finite-volume solver was used to compute the growth of perturbations in the heterogeneous system. In Fig. (8(b)), we present the results obtained for permeability fields (same as those shown in Fig.(7)) with different values of $\alpha$. For these simulations, the Rayleigh number is $Ra = 400$, and the permeability variation has a standard deviation of 1.0. It is observed that the predictions obtained from non-modal theory agree extremely well with the simulations for low values of $\alpha$. When $\alpha = 0.1$, the agreement between theory and simulations is almost exact. At $\alpha = 0.3$, the simulations begin to show slightly higher growth than that predicted by theory. Over tests done with multiple realizations, it was found that the results from non-modal theory remain useful as long as $\alpha \leq 0.25$. For $\alpha > 0.25$, the isotropic component of permeability creates “bridges” between high-permeability layers which were originally separated by a low-permeability barrier. This results in a faster growth of perturbations in the simulations compared to those predicted by the theory.

6. Discussion

The main contribution of this paper is a theoretical model for predicting growth of perturbations in anisotropic and heterogeneous porous media. From an engineering perspective, most field measurements are obtained using vertical wells and give us detailed information about the variation of permeability and porosity in the vertical direction. When combined with multiple measurements at different locations, the data can give a reasonable estimate of the three-dimensional structure of the reservoir.
In this work, we have presented a theoretical model that can rapidly produce the growth of perturbations in layered formations. We have shown that this model remains useful as long as the gradients of permeability in the horizontal direction are much smaller than those in the vertical direction. Owing to the speed of calculations, this method can also be used as a tool to perform uncertainty analysis using a Monte-Carlo approach. For a given variation of permeability in the vertical direction, we can generate a large array of cases which account for deviations from the available data. By using the growth of perturbations over this sample space, we can obtain the probability distribution functions of the critical time and length scales. To our knowledge, there are no alternative approaches for obtaining such uncertainty analysis for heterogeneous media.
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