Sublimation as a landform-shaping process on Pluto
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ABSTRACT

Fields of pits, both large and small, in Tombaugh Regio (Sputnik Planitia, and the Pitted Uplands to the east), and along the scarp of Piri Rupes, are examples of landscapes on Pluto where we conclude that sublimation drives their formation and evolution. Our heuristic modeling closely mimics the form, spacing, and arrangement of a variety of Tombaugh Regio’s pits. Pluto’s sublimation modified landforms appear to require a significant role for (diffusive) mass wasting as suggested by our modeling. In our models, the temporal evolution of pitted surfaces is such that initially lots of time passes with little happening, then eventually, very rapid development of relief and rapid sublimation. Small pits on Sputnik Planitia are consistent with their formation in N2-dominated materials. As N2-ice readily flows, some other “stiffer” volatile ice may play a role in supporting the relief of sublimation degraded landforms that exhibit several hundred meters of relief. A strong candidate is CH4, which is spectroscopically observed to be associated with these features, but the current state of rheological knowledge for CH4 ice at Pluto conditions is insufficient for a firm assessment.

Published by Elsevier Inc.

1. Introduction

Several icy-world surfaces in the solar system exhibit sublimation-driven landform modification expressed through mass wasting, erosion, and, in some cases, local recondensation of volatiles (Moore et al., 1996, 1999; Mangold, 2011). Erosion from mass wasting can utilize internal disaggregation of the relief-forming material either through decomposition of the bedrock or through the loss (or deteriorating alteration) of its cohesive matrix or cement. The sublimation of a volatile ice either as a bedrock or a cohesive matrix can fulfill this role. To give several examples, Callisto’s landscape exhibits widespread erosion from sublimation erosion of the volatile matrix of the relief supporting material.

Of the two ices present (H2O and CO2), CO2 is thought to be the major sublimating agent. The disaggregation of relief-supporting material (composed of the two ices plus abundant fine grained silicate particles) caused slopes to retreat and collapse, resulting in smooth, undulating, low albedo plains composed of lag deposits, with isolated high albedo pinacles composed of the less volatile H2O ice perched on local summits (such as the remnants of crater rims), which serve as cold traps for re-precipitating of H2O on Callisto (Howard and Moore, 2008; White et al., 2015). Erosion is suppressed on lower lag covered slopes and ridges are crowned with a high albedo and insulating cap of reprecipitated H2O ice. The evolution of the “honeycomb” topography of Hyperion has been explained as a product of impact cratering with reduced proximal ejecta redeposition and loss of bedrock strength by sublimation coupled with diffusive mass wasting (Howard et al., 2012). On the Martian North Polar Cap the landscape is shaped by a combination of ice sublimation and deposition with the
addition of the role of wind erosion (Howard, 1978, 2000). Also on Mars sublimation produces periglacial scalloped pits (Dundas et al., 2015), distinctive pitting in the south polar CO$_2$ cap (Byrne and Ingersoll, 2003), and “spiders” produced by a solid-state greenhouse producing CO$_2$ outgassing (Kieffer, 2007; Piqueux and Christensen, 2008). Penitentes on terrestrial equatorial ice fields are a consequence of sublimation, not melting (Matthes, 1934; Liboutry, 1954; Amstutz, 1958). Sublimation-driven mass wasting was anticipated on Pluto prior to the encounter (Moore et al., 2015).

Here we report on several landscapes on Pluto we interpret to be formed or at least heavily modified by sublimation erosion. The instruments aboard the New Horizons spacecraft used to collect data presented in this paper were the medium-resolution color wide-angle “push-broom” camera (MVIC- Multispectral Visible Imaging Camera), the high resolution framing panchromatic camera (LORRI- LOnge Range Reconnaissance Imager), and the 256 channel imaging spectrometer (LEISA -Linear Etalon Imaging Spectral Array). Specifications and other details about these instruments are available elsewhere (e.g., Reuter et al., 2008; Cheng et al., 2008). We discuss evolution scenarios for these landscapes including modeling the possible evolution of some of these landforms utilizing a landform evolution model developed by Howard (Howard, 1994, 2007; Forsberg-Taylor et al., 2004; Howard and Moore, 2008; Barnhart et al., 2009; Howard et al., 2012, 2016).

2. Observations, inferences, and speculation

Several terrains within Pluto’s cratered uplands are probably shaped, wholly or in part, by sublimation erosion and/or volatile redistribution. The tenuous atmosphere of Pluto is dominated by N$_2$ sublimated from surface ices. Perhaps the easiest sublimation features to recognize on Pluto are the rimless pits dotting much of Sputnik Planitia (Moore et al., 2016), and we examine these pits first. (Note that all place names used in this paper are informal.)

2.1. Sputnik Planitia pits and chains

**Observations:** Incipient textures that appear to transition into full scale pitting occur almost everywhere across the surface of the predominantly nitrogen ice plains of Sputnik Planitia (Stern et al., 2015; Moore et al., 2016) (Fig. 1). The pits exhibit variations in size, width/depth ratio, density, aspect ratio and alignment across the Planitia (Figs. 2–5), and generally become larger and tend to be more organized (into chains) progressively southward (White et al., 2016). In the cellular plains of central and northern Sputnik Planitia (Stern et al., 2015; Moore et al., 2016), pitting is finely textured (Fig. 3). Discrete shoulder-to-shoulder pits (individual pits a few hundred of meters across) are recognizable only in images acquired at $-100$ m/pixel or better (Fig. 4a) at $\sim20$–$25^\circ$N. The pits in Fig. 4a are roughly equidimensional and do not form chains. Elsewhere in the cellular plains, small shoulder-to-shoulder pits are elongate and begin to form chains (Figs. 2, 4b and e). Preliminary photoclinometric measurements indicate the vast majority of pits on the N$_2$-ice dominated Sputnik Planitia (Moore et al., 2016) are only a few tens of meters deep, which is consistent with the low viscosity of N$_2$-ice, which quickly diffuses deep depressions (see Properties section).

The plains of southern Sputnik Planitia display pits that reach larger sizes (typically a few kilometers across) than those in the cellular plains, and which organize into fields of often-aligned pit chains that appear especially well developed as seen in high-resolution images (Fig. 3). Pits and pit chains are observed to occur in isolation, with smooth plains separating them from their neighbors (Fig. 4d and f), and the orientations of the pit chains vary across the Planitia (Fig. 3). Larger elongated pits (typically 2–3 km long and 0.5 km wide) locally organize into complex, swirling “fingerprint” patterns colloquially referred to as Sputnik Bacilli (Figs. 3 and 4d).

The scale and morphology of pits often varies systematically with position relative to the large convective cells on Sputnik Planitia, which have dimensions of tens of kilometers (Stern et al., 2015; Moore et al., 2016; McKinnon et al., 2016). Often pitting is shallow to sparse in cell centers, dense and deep near the convective cell edges, and again shallow, and often sparse along the convective cell margins (Fig. 5, White et al., 2016). In other locations the pitting is shallow and sparse, with the shallowest pitting occurring as indistinct, rounded depressions. (Fig. 4f).

**Inferences and Speculations:** Possible mechanisms forming the pitted terrain include sublimation, wind transport, or wind-enhanced sublimation erosion, and perhaps ground collapse. The $\sim10$ mbar surface pressure of the current atmosphere is unlikely to have the capacity to move particles, presumably in saltation, that could abrade or deflake the landscape to form pits (e.g., Chyba and Sagan, 1990; Moore et al., 2015). There are no unambiguous aeolian landforms (e.g., dunes) observed on Pluto, which is consistent with either a lack of sand sized particles, and/or surface winds, either in the present or past, capable of transporting them. A persistent directional wind, however, could perhaps enhance sublimation along wind-facing scarps causing elongation of pits. Strings of pits formed by ground collapse are seen on such worlds as Mars.
and Phobos, however, these collapse pits in these strings do not normally exhibit regular spacing with (lateral or parallel-running) neighboring strings of collapse pits, whereas the Pluto pits do. Also individual pits in collapse pit chains often exhibit significant variation in length from pit to pit, unlike the pits on Sputnik Planitia.

We conclude that sublimation is the primary process forming the Sputnik Planitia pitting. The sublimation pitting on Sputnik Planitia appears to have developed into ices that are relatively free of insoluble residues with different albedo (e.g., dust, tholins). Impure ices in snow and ice collect particles on the divides of sublimation pits as they erode, forming the distinct dark crests on terrestrial suncups (Rhodes et al., 1987). The floors of some deep pits on Sputnik Planitia, however, are distinctly dark and relatively flat (Figs. 3 and 4c). These pits are seen in the marginal areas of Sputnik Planitia, where the nitrogen ice is expected to be thinner than in the center. We speculate that sublimation has exposed a distinct, dark albedo layer (tholins?) with reduced susceptibility to sublimation. In particular, extensive fields of dark-bottomed pits are seen in western Sputnik Planitia directly adjacent to the dark highlands of Cthulhu Regio, and the floors may be exposing such highlands terrain appear to be covered by relatively shallow ice here.

However, this is likely not the case for dark-bottomed pits seen within the cellular plains closer to the center of Sputnik Planitia, where the nitrogen ice may reach kilometers thick, based on considerations of solid-state convection here (Moore et al., 2016; McKinnon et al., 2016) – too thick for sublimation to deepen pits to the base of the nitrogen ice. Dark-bottomed pits here invariably concentrate in the troughs that mark the cell boundaries (e.g. Fig. 4c). This distribution raises the possibility that the dark material here originates from atmospheric transport (either fallout or through saltation) and becomes trapped within these troughs. The low albedo may initially cause preferential heating of the ice underneath it, and therefore increased sublimation and pit growth rates, at least until the dark floor material is thick enough to provide an insulating lag, or else further pit growth is suppressed by inward flow of soft N\textsubscript{2}-ice.

The fingerprint patterns (Figs. 3 and 4d) probably develop in response to non-homogenous, anisotropic substrate properties, such as compositional or textural (grain size or grain orientation) layering, fractures or crevasses. Some of these fingerprint patterns are associated with inferred active glacial flows, and are elongated along flow margins, supporting the notion that the pits nucleated from aligned structures in the surficial ices. Sublimation-induced pitting appears to compete with diffusive flow of the near-surface ices, which tends to smoothen the surface. N\textsubscript{2}-rich ices have very low viscosity (Elszzkiewicz and Stevenson, 1990; Yamashita, et al., 2010; see “Properties” section), and convection in these ices forms the large convection cells affecting most of Sputnik Planitia (Stern et al., 2015; Moore et al., 2016; McKinnon et al., 2016; Trowbridge et al., 2016). The smooth surface of parts of Sputnik Planitia, locally mottled with sparse, rounded, very shallow pitting suggests they may have been deeper pits presently undergoing degradation (healing) by lateral ice flow. We present a preliminary model below (see “Modeling” section) that explores the competitive interaction between formation and deepening of pits due to sublimation versus mass flow that tends to smooth the surface.
2.2. East Tombaugh Regio pitted uplands

Observations: As was reported in Moore et al. (2016), a distinctive, high-albedo landscape of intricate pits and smooth plains borders and extends about 500 km eastward from Sputnik Planitia, and forms most of the right “ventricle” of Tombaugh Regio (roughly centered 15°N, 200°E) (Fig. 6). The dominant feature of this landscape are the pits, most of which are around 3–10 km across, but some exceed 25 km, locally intersecting to form long, structurally-controlled troughs. Based upon DEM derived topography, the deepest pits are 2 or more km deep. The summits (or crests) of the pit septa collectively define a broadly undulating, though heavily modified, plateau or upland surface 2 to 4 km above Sputnik Planitia. The sidewalls of the pits are steep (∼30°) and can support relief greater than a km, indicating that the material composing the pit septa is rigid, ruling out N₂ or CO-ice as a major component. The densely-pitted terrain has a strong CH₄ signature (Grundy et al., 2016), which may constitute the rigid framework. Interspersed within the pitted uplands are patches of smooth plains with a strong N₂-ice spectral signature (Grundy et al., 2016) forming nearly level expanses up to 50 km across and occurring at various elevations at relative low points in the pitted terrain.

Inferences and Speculations: The pitted terrain may be remnants of a formerly continuous deposit degraded either by sublimation, forming features analogous to terrestrial penitentes and sun-cups (but much larger), or through undermining and collapse, possibly through basal melting. It is possible that relief on the pit crests may be increased by condensation of sublimated methane in a manner similar to pinnacle formation on Callisto (Moore et al., 1999; Howard and Moore, 2008; White et al., 2015). In this study we will consider the role of sublimation in the formation of the pitted uplands as a possible larger manifestation of our modeling of the smaller pits on Sputnik Planitia.

2.3. Piri Rupes scarp retreat

Observations: Centered around ∼30°N, 105°W is a scarp-enclosed basin informally named Piri Planitia, which contains molten plains (Fig. 7). The basin is elongate roughly N-S, ∼500 km along this dimension and up to ∼260 km at its widest, near where graben and scarps of Inanna and Dumuzi Fossae enter the basin from the west (Fig. 7b). The basin is roughly split into two general levels on either side of the Inanna and Dumuzi Fossae tectonic zone, with the southern portion of Piri Planitia being generally lower and better defined. This southern portion of Piri Planitia is relatively uncratered compared with most of the terrains that

Fig. 4. Variations in pit morphology on Sputnik Planitia. 5 km scale bars. North is approximate 45° clockwise. See text for details. (a) and (f) are taken from 79 m/pixel LORRI coverage of the PELR_P_MVIC_LORRI_CA observation, (b) through (e) are taken from 125 m/pixel LORRI coverage of the PELR_P_M_PAN_1 observation. Image centers: (a) 172.11°E, 19.76°N; (b) 164.26°E, 23.71°N; (c) 179.10°E, 5.38°N; (d) 182.04°E, 4.93°S; (e) 172.32°E, 10.86°N; (f) 183.03°E, 5.71°N. Illumination from above.

Fig. 5. The overprinting of sublimation on the large convective cells (scale tens of kilometers) often exhibits a distinctive pattern in which pitting is shallow to sparse in cell centers, dense and deep near the convective cell edges, and again shallow, and often sparse along the convective cell margins. This pattern could be due to (1) systematic surface age variation; (2) thermal effects due to convective cell motion; or (3) compositional effects. Image is taken from 79 m/pixel LORRI coverage of the PELR_P_MVIC_LORRI_CA observation, centered at 181.81°E, 8.42°N. Illumination from above.
surround it. Both the southern and northern portion of Piri Planitia are hilly and rough at the scale of the photogrammetrically derived Digital Elevation Models (DEMs), which have a resolution of not better than 415 m horizontal and 150 m vertical (Fig. 7a and 7c). The northern portion of Piri Planitia is the rougher, contains more craters, and has less well-defined and lower relief bounding scarps. Beyond (north) of these scarps the land transitions to the fretted terrain of Venera Terra.

The bounding scarps of Piri Planitia are most pronounced along the lower, southern portion of the basin. These scarps (Piri Rupes) break up into isolated mesas in several places. DEM derived elevations indicate that local relief on the scarps typically range from ~600 m to ~1 km. The scarps display sharply pointed projections into the basin interspersed by embayments of plains into the plateaus. Where seen at best resolution (~230 m/pixel LORRI imaging) a portion of the scarp, at least at this location, exhibits prominent pitting along its crests, somewhat resembling the East Tombaugh uplands (Fig. 8). The land south of Piri Planitia (~20°N and southward) is divided into a smooth plateau region (eastern Vega Terra) west of roughly 110°E, and rough and heavily cratered uplands terrain to the east.

Inferences and Speculations: In places the scarps are shown in the DEMs to stand higher than the plateau surfaces beyond Piri Planitia, implying either material has been preferentially deposited on the scarp crests, or that the scarps incorporate segments of older high standing topography such a portions of crater rims. Perhaps the observed pitting along the scarp grows to undermine presumably less volatile materials, which might, in turn, induce scarp retreat. The presentation of the scarps, with their embayments of plains and sharp projections of headlands are characteristics of scarps that have formed through erosional retreat, also known as decrescence (e.g., Lange, 1959).

The plateau terrains to the south immediately above the scarp show a strong CH₄ signature while the plains below do not (Fig. 7d). We speculate that CH₄ sublimation may be causing the plateau material to decay along the face of the scarps, driving the scarp retreat. The mottled plains unit of Piri Planitia below the scarps exhibits a H₂O signature, which may be from the involatile debris littering the plain following scarp retreat. The heights of the Piri Rupes scarps are such that the material supporting the scarps may require more mechanical strength than that of pure CH₄ ice. H₂O ice is both refractory and can support several km of relief in the Pluto surface environment. Thus there are at least two possibilities. One is that CH₄ occurs as layers with presumably H₂O ice above it as a cap rock. The loss of CH₄ to sublimation along the scarp faces undermines the cap rock and the scarps retreat, leaving H₂O ice blocks littering the plains following retreat. Alternatively a mixture of H₂O and CH₄ ices, in which the CH₄ ice is the cementing matrix, holding up the scarps. When the CH₄ sublimes once exposed, the cliff faces disaggregate and the scarps retreat, also leaving a H₂O detritus behind on the plains. Either case presupposes that H₂O ice is a relatively minor component and, once liberated, mass wastes away from the scarps rather than burying them.

2.4. Other potentially sublimation modified terrains

As was discussed in Moore et al. (2016), sublimation erosion may have played a significant role in the development of the Bladed terrain of Tartarus Dorsa (centered roughly 20°N, 225°E), Fretted terrain of southern Venera Terra (centered roughly 50°N, 100°E), and the large deep pits of the Arctic Eroded Mantle terrain (centered roughly 60°N, 210°E) (See Figs 3, 55, and 56 in Moore et al., 2016). These landscapes, however, very probably have histories that are sufficiently complex that they should, and will, be treated separately in forthcoming reports.

3. Some properties of ices at Pluto

Molecular nitrogen, CH₄, CO, and H₂O ices are all observed spectroscopically on Pluto (Grundy et al., 2016). Nitrogen, CH₄ and CO are solid at Pluto's surface temperatures of ~40 K (Fig. 9). N₂ and CO are much less viscous than water ice at ~270 K, and thus flow readily under the low stresses on Pluto (see Umurhan et al., 2016, this issue). CH₄ is relatively less volatile and may be significantly more rigid than N₂ and CO. Nitrogen ice is denser than water ice at 40 K. Methane ice is the least dense of all these ices where ρ = 450 kg/m³, whereas the other ices have densities closer to 1000 kg/m³, the triple point of CH₄ occurs at ~91 K and at about 0.1 bars (Fray and Schmidt, 2009). Water ice is probably the “bedrock” at Pluto, supporting steep mountains up to 4 km high.

In the following discussion we examine the potential for pure methane ice to mechanically support structures like those typical of the pitted uplands, for example. The rheology of methane, which is poorly known under Pluto’s surface conditions, figures directly into this question. We here present the results of calculations pertaining to the mechanical lifetime of structures (“mounds” ) comprised strictly of methane based on published rheological studies of methane. We summarize our results here while a detailed explanation can be found in Appendix.

We consider methane mounds of vertical scale H and horizontal scale L resting on a flat bedrock of infinite strength, where the sloping grade θ is related to these dimensions by tanθ = H/L. Structures comprised of a given material and basal tangential stresses will exhibit a characteristic strain rate ˙ϵ, from which follows a corresponding ε-folding relaxation timescale of the structure, τ, given from τ ~ ˙ϵH/L.

There are three known published studies of solid methane’s rheology covering the conditions of Pluto’s surface temperatures and shallow subsurface pressures (see Appendix). The first
of these consider the stress-strainrate behavior of methane ice grains of size $d_g$. For today’s Pluto temperatures, and providing the basal stresses are relatively low, solid methane responds diffusively (Coble creep) and the relaxation rate is expressed in Eq. (A6) of Appendix. Adopting $d_g = 1 \text{mm}$, $T = 40 \text{ K}$ and mounds with slopes of about $\theta = 30^\circ$, then the corresponding lifetime is about $42 \text{ Gyr}$ (years are given in terrestrial years unless explicitly stated otherwise).

A recent laboratory study of annealed CH$_4$ ice (Yamashita et al., 2010) shows that solid methane responds with power law creep behavior. However, applying the results of this study indicates that structures, like that considered above (i.e., $H/L \approx 0.5 \leftrightarrow \theta \approx 30^\circ$), would have lifetimes of about 3.2 months! This laboratory data was acquired for applied stresses well over 1 MPa and have been applied here by extending its range of validity down by two orders of magnitude in stress. In a strict sense, therefore, we question whether these rheological data are relevant for these landforms.

An older study (Bolshutkin et al., 1968) also suggests that methane exhibits power-law creep ($n=3$, with no noted grain-size dependence. $n$ is experimentally determined, see Appendix) when stresses are relatively high (exceeding a few kPa). Calculations assuming this alternative rheology for the whole of such structures show that those with relatively steep grades, e.g., with $H/L \approx 0.5 \leftrightarrow \theta = 30^\circ$, have short geological lifetimes of about 0.65 Myr. However, for the same value of $H$ but with $H/L \approx 0.1 \leftrightarrow \theta \approx 7^\circ$ then the corresponding lifetime is about 400 Myr. Of course, if structures like the pitted uplands are methane mounds, then their basal cores may be behaving as a material characterized by
power-law creep while the mound brims (being shallower as they surrounding the core) may be behaving according to Coble creep and, hence, may still be able to hold up the entirety of the structure. This scenario will be true provided the grain sizes are greater than 1 mm.

The disparity in conclusions derived from published research (outlined above) for the mechanical behavior of CH$_4$ ice under Pluto conditions leaves very open whether pure (even large grained) CH$_4$ ice is viable candidate for supporting hundreds of meters of topographic relief. This situation begs for future work both in the lab and in theory. However, if pure CH$_4$ ice turns out to be “weak” it still may play a role as the cohesive matrix binding together H$_2$O ice grains in an outcrop that is a mixture of both, analogous to how calcite cement binds together quartz sand grains in a sandstone. The loss of the CH$_4$ through sublimation aggregatorates the scarp face causing retreat.

3.1. Landform evolution modeling

Because the pitted textures on Pluto are eroded into ices that have a high potential for sublimation at the range of surface temperatures, we have looked to analogous planetary landforms and models of their formation. Although the ablation hollows and penitentes on terrestrial ablating ice (e.g. Fig. 10) are much smaller in scale than the pitting on Pluto’s ices (Fig. 2), we suggest that similar processes may be acting in both. In particular, we hypothesize that Pluto’s pits develop because reflected solar radiation induces a pattern instability during sublimation erosion. We also suggest that the size of pits is controlled by the interaction of sublimation and ice creep.

Terrestrial suncups and penitentes have been the subject of considerable study and speculation. Early observers postulated a variety of processes that might play a role in pattern formation, including solar-induced melting or sublimation, wind, and albedo variations due to included or deposited dust (Matthes, 1934; Lliboutry, 1954; Amstutz, 1958). Penitentes form in conditions most analogous to Pluto, under direct solar illumination at high elevations with low atmospheric pressure and low humidity. Small penitentes have been created in laboratory settings by sublimation of cold ices by direct illumination (Bergeron et al., 2006). Natural penitentes can develop extreme roughness, with sharply-pointed divides and rounded troughs (Fig. 10). The dominance of ablation

![Fig. 8](image8.png)

Fig. 8. The highest resolution view of a portion of Piri Planitia (to the right), showing prominent pitting along its crests. Image is from reprojected 232 m/pixel LORRI coverage of the P_LEISA_HIRES observation, centered at 102.32°E, 33.18°N. Arrow points North. Illumination high and from above.
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Fig. 9. Phase diagram for volatiles appearing on Pluto. Phase diagrams for N$_2$ (blue), CO (magenta) and CH$_4$ (yellow) are shown together with H$_2$O (aqua) and CO$_2$ (red) for comparison. Current day Pluto conditions indicated on bottom right while the conditions for Mars and the Earth are also indicated. Note that the liquid states of N$_2$ and CO overlap, as their respective triple points are close to one another. Evaporation/sublimation curves adapted from Fray & Schmitt (2009). Solid melt curves: N$_2$ from Scott (1976), CO from Goodwin (1985), CH$_4$ from Goodwin (1970). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

![Fig. 10](image10.png)

Fig. 10. Penitentes on a high altitude snowfield in Chile. Individual penitentes are typically 1 to 2 m high. Source: Cristian Ordenes (Flickr, CC BY 2.0) License: https://creativecommons.org/licenses/by/2.0/legalcode.
due to solar illumination is evidenced by the decay of penitentes under cloudy or windy conditions (Matthes, 1934; Amstutz, 1958).

We have implemented a heuristic exploratory model of pit development through sublimation erosion to explore conditions and mechanisms under which pits develop as well as the influence of simulation parameters on pit scaling and the sequence of relief development. The purpose of the modeling is to explore the main processes that may control the scale and spatial patterning of the sublimation pits in a simplified manner, and is not advanced as a comprehensive model of sublimation pit development. The model incorporates most of the assumptions in Betterton (2001), specifically (1) that pits develop through solar-induced sublimation whose rate is linearly proportional to intensity of illumination; (2) at any surface location the solar radiation includes both direct solar input plus light reflected from adjacent visible slopes; (3) that reflected light is diffuse and uniform in all directions (Lambertian); (4) that sublimation is a surface phenomenon such that the depth of light absorption and internal refraction is small compared to the scale of the resultant pits; (5) differential thermal heat transfer within the ice does not affect sublimation rates; and (6) surface albedo and ice properties are uniform and constant during sublimation (specifically that the ice does not include non-volatile components that accumulate on the surface or have a contrasting albedo). Sublimation rate is non-linearly related to illumination intensity, but the linear relationship is a first-order approximation. N2 grain size variations with depth might affect albedo, but we have no way to constrain this. In addition thermal re-emission may contribute to sublimation, presumed to also obey assumptions (3) through (6).

An additional simplifying assumption is that sublimation occurs primarily during local noon. Penitentes have been observed on the Earth to have their axis of symmetry pointed toward the sun such that, for non-equatorial locations they are inclined (Lliboutry, 1954; Hastenrath and Koci, 1981; Post and LaCapelle, 2000). They do not form at high terrestrial latitudes both because of structural instability as well as less concentration of solar input near noon. In early stages of development penitentes tend to be elongated E-W, indicating a contribution of sublimation due to non-zenith sun angles (Amstutz, 1958). However, at advanced stages of penitente development shadowing becomes an important limit to the contribution of off-vertical illumination (Cathles et al., 2011; Cathles et al., 2014). Nevertheless, these same shadowed regions will continue to receive thermal re-radiation.

Sublimation erosion includes effects of both direct and reflected visible and thermal radiation. The direct radiation from a vertical sun produces a uniform vertical erosion independent of slope angle (unless overhanging) if sublimation rate is linearly proportional to illumination. If $i$ is the incident light per unit horizontal area on the surface at noon, $\alpha$ is the surface albedo, $K_i$ is the sublimation rate per unit absorbed light, and $\phi$ is the local slope gradient, then the rate of sublimation rate directed normal to the surface will be:

$$\frac{\partial n_i}{\partial t} = (1-\alpha)K_i \cos \phi.$$  

(1)

The vertical erosion rate, $\partial z_u/\partial t$, is inversely proportional to $\cos \phi$, so that:

$$\frac{\partial z_u}{\partial t} = \frac{\partial n_i}{\partial t} \cos^{-1} \phi = (1-\alpha)K_i,$$  

(2)

where the $d$ subscript refers to sublimation due to direct illumination. In our model visualization, penitentes will not form if vertical erosion overwhelms the driving effect of reflected light.

We do not model the direct illumination effect because it would be a constant additive term not, in itself, producing pitting. We do model sublimation resulting from reflected illumination and thermal scattering. We utilize a grid of cells of dimensions $dx$ and $dy$ with evolving vertical elevation $(x, y, z)$. Fig. 11 shows, in cross section, the influx of reflected light $dl$ to the cell at location $x$ from a cell at location $x'$ at a separation distance, $p$, and the angle between their tangent lines, $\theta$, which we approximate as

$$dl = i_p p^2 \cos(\theta/2) dx dy$$  

(3)

where $i_p$ is the intensity of the reflected light per unit surface area. At zenith $i_p$ will depend upon the local slope gradient at the contributing site,

$$i_p = ai \cos \phi$$  

(4)

where $i$ is the solar illumination intensity, and $\phi$ is the slope angle at the contributing cell. The total reflected light input $i_p$ is approximated by summing contributions from visible cells. The calculation of local sublimation rates using Eqs. (3) and (4) is accomplished by cycling through all cells in the matrix. At each cell the light reflected from neighboring cells is calculated by progressing outward from the target cell and evaluating reflected light contribution from each neighboring cell. For computational efficiency, only contributions from neighboring cells along cardinal and diagonal directions are used to calculate $i_p$ for each target cell. This underestimates the total radiation input in direct proportion to the separation distance, $x$, so that the sum of calculated incident light for each separation distance is calculated using (1) and (2) and multiplied by $x$. For the simulations reported here, the maximum contributing distance, $x$, was 100 cells, but often smaller in depressions due to lack of visibility. This distance was much larger than the simulated pit sizes. The rate of erosion due to sublimation is calculated as

$$\frac{dz_u}{dt} = K_i i_p \alpha \cos^{-1} \phi,$$  

(5)

where $\phi$ is the local slope angle and the subscript $r$ refers to erosion by reflected light.

Surfaces eroded by sublimation according to Eq. (3)-(5) are inherently unstable because depressions always erode more rapidly than divides, and evolve into three simulation-cell width deep pits. The intricate pitted landscape shown in Fig. 10 approaches this infinite roughness. Several mechanisms may place a lower limit on pit dimensions, including thermal diffusion, atmospheric humidity gradients, and diffusive light transfer within the ice (Betterton, 2001; Mitchell, 2005; Tiedje et al., 2006; Mitchell and Tiedje, 2010). Tiedje et al. (2006) suggest that diffusive light transfer acts to diffuse sublimation and determine the minimum scale of terrestrial penitentes and sun cups. At the scale of Pluto’s sublimation pits light diffusion is unlikely to be important, but the softness of nitrogen ice is likely to lead to creep diffusion that limits the depth and size of sublimation pits. We assume that the diffusive creep is shallow and limited by a maximum stable slope gradient, $S_0$. We adopt the widely-used non-linear creep model of (Roering et al., 1999, 2001) in which erosion of the surface due
to ice creep is proportional to the spatial divergence of material flux:

$$\frac{dz}{dt} = -\nabla \cdot \left[ \frac{K_c \nabla z}{1 - |\nabla z|^2/S_c^2} \right],$$

where $\nabla z$ is the vector slope gradient and $S_c$ is a critical slope gradient which accounts for limitations on steepness or height of ice slopes. The overall erosion rate is the sum of $dz_t/\partial t$, $dz_i/\partial t$ and $dz_e/\partial t$. In using Eq. (6) we equate creep of the surface $N_2$ ice to that of terrestrial regolith. For both cases the moving material is assumed to affect only a thin layer relative to the scale of the slope. Because sublimation erosion tends to increase roughness and creep to diffuse it, the horizontal scale of the resultant pitting is expected to increase as the ratio increases. $K_i/K_l$. A detailed physics-based model of these phenomena, similar to what was done for Calisto (White et al., 2015), should and will be presented in a forthcoming study.

4. Example simulations

We implement the model on a doubly-periodic square 256 $\times$ 256 grid with 100 m square cells. We set $K_i$ to unity and vary $K_c$ to explore topographic evolution. The initial conditions are a pseudo-fractal surface of low fractal dimension and low relief, so that initial slopes are less than 0.01 (Fig. 12a). A random surface was selected to illustrate scale selection by the model and the intrinsic instability of a nearly flat surface. During the initial stages relief development is concentrated within the most prominent depressions in the initial fractal surface (Fig. 12b and c). Divides exhibit minimal erosion as pits deepen. As pits continue to deepen and widen, their edges begin to intersect (Fig. 12d and e). During the final stages of the simulation the pit walls intersect at sharp divides, creating a cellular pattern with pit walls approaching the critical slope steepness, $S_c$ (Fig. 12e and f). As pits enlarge, some pits merge, increasing the average size of the pits by a factor of about two between the timelines (b) and (f) in Fig. 12. The Sputnik Planitia pits shown in Fig. 4a and b have a pattern similar to Fig. 12e and f, suggesting pits have enlarged to the stage of shared divides. It is uncertain, however, whether sideslope gradients of the Sputnik Planitia pits reach the $\sim 32^\circ$ gradient typical of threshold slope mass wasting. Stereo imaging reveals, however, that the large, deep pits on the Pitted Uplands have sideslopes commensurate with threshold mass wasting (Figs. 2–4).

Relief development is strongly non-linear in time, with a long period of slow relief increase followed by explosive growth as illumination focusing becomes more prevalent (Fig. 13). Because the simulations only model erosion due to reflected light, divides do not appreciably erode until pit walls merge and diffusive mass wasting becomes important. If sublimation due to direct illumination were included in the model, there would be steady, spatially uniform erosion superimposed on the topographic evolution shown in Fig. 13. A similar pattern of slow initial growth followed by rapid erosion to form a cellular network of pits was observed in suncup modeling by Tiedge et al. (2006) using the sum of a negative Laplacian, $-c_1 \nabla^2 z$, which roughens the surface, and $-c_2 \nabla^4 z$, which tends to smooth the surface. The ratio of $c_2/c_1$ determines the scale of the pits.
The effect of varying the ratio of mass wasting diffusivity to sublimation rate is shown in Fig. 14, where the simulation in Fig. 14 (right) has a diffusivity, $K_e$, 10 times that in Fig. 14 (left). In this case sublimation is only competing with mass wasting for large pits. Sublimation scaling, $K_{h_s}$, was the same for both simulations as was the total simulated time. By itself, sublimation would tend to form infinitely small pits (e.g., penitentes), but mass wasting destroys small pits in proportion to its intensity (higher diffusivity). Because the change in pit scale during pit development for constant parameter values is small, the large spatial variability in pit scales in Fig. 2 is likely due to variation in substrate properties affecting the ratio $K_e/(K_{h_s})$, or possibly to a more complicated spatial-temporal evolution of the pits.

Pits on Sputnik Planitia and the Pitted Uplands commonly show preferential elongation, either as isolated elongated pits (the “bacilli”, Figs. 3 and 4d) or as pit chains (Figs. 2, 4b and e). We have explored preferential directional pit development by increasing sublimation rates for slopes facing NE by a factor of three relative to slopes facing in other directions. This produces elongated pits and pit chains similar to the preferential alignments on Sputnik Planitia noted above (Fig. 15), although we have discussed above other processes that could cause elongated pits.

We also conducted simulations eliminating the denominator term in Eq. (6) such that ice diffusion is linear in slope gradient. The spatial pattern of pit development is similar to the simulations using non-linear creep and the spatial scale of the resultant pits of the resultant pits is likewise proportional to the creep diffusivity, $K_e$. The relief and interior pit wall gradients, however, increase to very high values during such simulations, producing morphologies similar to the penitentes in Fig. 10. Future analysis of pit morphology using photoinometry will estimate depths and wall steepnesses of sublimation pits on Sputnik Planitia, which should provide the basis for more accurate modeling of the role of diffusion in limiting pit size and steepness.

Our simple model does not replicate the entire spectrum of pit morphologies shown on Sputnik Planitia or the Pitted Uplands. For example, the isolated pits shown in Fig. 4f or the isolated “bacilli” (Figs. 3 and 4d) are not produced by the model. It may be that there is a threshold for pit development, perhaps related to a layered ice structure, or related to non-linear sublimation processes, such as specular reflection. Temporal variations in processes may also be a factor. For example, subtle “dimples” in the terrain of Fig. 4f could be pits which have become inactive and are being destroyed by diffusive mass wasting. Why this should occur is uncertain. Possibilities include surface accumulation of less-volatile ices and ice temperature increase enhancing lateral creep, among others. The model assumes that the diffusion occurs over a depth scale much less than the spatial pit scale. This might be appropriate if diffusion occurs primarily through thermal diffusion from seasonal solar illumination. If, however, diffusion occurs over depths commensurate with pit scales, the topographic evolution will more resemble relaxation of impact craters in ice, possibly involving bulbous uplift of the pit centers (Thomas and Schubert, 1987; Thomas and Schubert, 1988; Thomas and Squyres, 1988; and see below).

The observed systematic patterns of pit density and depth associated with the large convective cells such that convective cell centers often have low-relief pitting and cell edges have smooth surfaces or sparse, shallow pitting (Fig. 5) could be due to several process interactions, including: (1) systematic surface age variation; (2) thermal effects due to convective cell motion; or (3) compositional effects. The centers of cells are interpreted to be locations of upwelling and the cell edges as sites of downwelling, with a surface ice flow from the center to the edges (McKinnon et al., 2016; Umurhan et al., this issue). The surface age explanation for the annular pattern of deep pitting may be related to the long gestation of sublimation pit development followed by explosive growth (Fig. 13) coupled with increasing surface age from cell center to edge. A high heat gradient near the central upwellings might decrease the mean viscosity of the near-surface ice, healing incipient pits through diffusive flow. Compositional effects might play a role in that ice composition may vary with surface age due to sublimation stripping of the surface, altering the ice mixture (either in the admixture of ices or in grain size). None of these explanations readily account for the sparse, shallow pitting along cell boundaries/vertices, which suggests possible decay of former deeper and denser pitting.

In conclusion, our heuristic model shows how pit formation due to insolation can interact with ice creep to determine the horizontal and vertical scales of sublimation pitting on Pluto. Hopefully, future modeling with less-restrictive assumptions (e.g., Hecht, 2002; Cathes et al., 2014; Claudin et al., 2015) can explore the details of sublimation pit development on Pluto.

5. Timescales

The results shown in Fig 14 suggest that the pits evolve until the timescales of sublimation and mass wasting are comparable. Although there are very large uncertainties, it is clearly of interest to explore what absolute timescales are implied. Except for the non-linear component, mass wasting (Eq. (4)) is a diffusive process, and so too is viscous relaxation. If the mass wasting is a consequence of viscous flow, the characteristic timescale of either process may be written as (Melosh 1989)

$$t_{s} \sim \frac{2\eta k}{\rho g} (kd)$$

where $\eta$ is the (Newtonian) viscosity, $k$ is the wavenumber ($\sim \pi/D$, where $D$ is the diameter of the feature), $\rho$ is density, $g$ is surface gravity, $d$ is the thickness of the flowing layer, and $f$ is a function which depends on the product $kd$. For mass wasting, the flowing layer is thin compared to $D$, so that $kd \ll 1$ and, in this limit, the leading order dependence on $f(kd) \sim (kd)^{3}$ (Melosh 1989). For viscous relaxation, if the layer thickness is larger than $D$ ($kd > 1$), we have $f(kd) \sim 1$. As expected, flow in a thin, creeping layer results in much longer modification timescales than viscous
Fig. 14. Difference in scale of pitting as ratio of mass wasting rate to sublimation rate is varied over a factor of 10. Both simulations were conducted for the same total simulated time and identical sublimation scaling, Ksf. The coarse pitting (right) has the same intensity of sublimation but 10 times the slope diffusivity, so that sublimation can only compete with mass wasting for large pits. By itself, sublimation would tend to form infinitely small pits (e.g., penitentes), but mass wasting destroys small pits in proportion to its intensity (higher diffusivity).

Fig. 15. Development of sublimation pits in which slopes facing to upper left sublimate 3 times more rapidly than comparable slopes facing in other directions. Numbers are simulation model times.

relaxation. The N$_2$ ice layer in Sputnik Planitia is probably several km thick (McKinnon et al. 2016) so one might expect that $kd > 1$. The only available measurements of N$_2$ ice rheology were performed by Yamashita et al. (2010). These authors find that at stresses of order 0.1 MPa the effective viscosity of N$_2$ ice at Pluto’s surface is about $10^{10}$ Pa s. The presence of secondary phases (such as CH$_4$) and/or grain-size sensitive effects could increase this viscosity significantly. Nonetheless, taken at face value the implied viscous relaxation timescale for a 1 km diameter pit would then be about a terrestrial day, indicating that Yamashita et al. (2010) results are inconsistent with the observation of pits on SP. The divergence in the values given for rheological properties of N2 (e.g., Eleksinwicz and Stevenson, 1990; Yamashita et al., 2010) demonstrate that N2 ice rheology is currently poorly constrained. However, the 1 Myr convective overturn timescale derived in McKinnon et al. (2006) serves as an upper limit to the timescale on which viscous relaxation could destroy/erase pits.

6. Conclusions

Fields of pits, both large and small, in Tombaugh Regio (Sputnik Planitia and the Pitted Uplands to the east), and along the scarp of Piri Rupes, are examples of landscapes on Pluto where we conclude that sublimation drives their formation and evolution. Our heuristic modeling closely mimics the form, spacing, and arrangement of a variety of Tombaugh Regio’s pits. Our modeling suggests that Pluto’s sublimation modified landforms appear to require an additional significant role for (diffusive) mass wasting in a thin layer. In our models, the temporal evolution of pitted surfaces is such that considerable time passes with little happening, then eventually, very rapid development of relief and rapid sublimation. The small size and depth of the pits on Sputnik Planitia are consistent with them being formed in N$_2$-ice, which is also the most volatile of the major ices on Pluto’s surface with some component of CO ice, which has similar physical properties. As N$_2$-ice
readily flows, some other “stiffer” volatile ice may play a role in supporting the relief of sublimation degraded landforms, such as scarps of Piri Planitia and the septa of the pitted uplands of east Tombaugh Regio, which exhibit relief of a few hundred meters. A strong candidate is CH$_4$, which is observed at these locations. Our current state of knowledge regarding the rheological properties of CH$_4$ on Pluto’s surface is unfortunately ambiguous. We strongly encourage new research toward the determination of the mechanical properties of CH$_4$ at Pluto conditions. As discussed in Moore et al. (2016), we strongly suspect that sublimation erosion also has played a significant role in the development of the Bladed terrain of Tartarus Dorsa (centered roughly 20°N, 225°E) and the large deep pits of the Arctic Eroded Mantle terrain (centered roughly 60°N, 210°E), but we also think that their histories are complex, involving several other processes, and thus they are the subjects of separate ongoing studies.
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Appendix

The rheology of CH$_4$ under the surface pressures and temperatures appropriate for modern day Pluto is based on two groupings of studies found in the literature. For the sake of completeness, we review them here and offer some quantitative numbers for consideration with regards to the ability of CH$_4$ to uphold topography of various dimensions and scales. In the discussion that follows we present a mathematically pedagogical discussion.

Eluszkiewicz and Stevenson (1990, EPS90 hereafter) and Eluszkiewicz (1991, EPS91 hereafter) examine the elastic creep properties of CH$_4$ grains based on nuclear magnetic resonance experiments performed in the late 1970’s. The stress-strain relationship in such materials can be written as a sum of two processes, namely, volume diffusion (Nabarro–Herring creep, NH hereafter) and boundary diffusion (Coble creep):

\[ \dot{\varepsilon} = \dot{\varepsilon}_v + \dot{\varepsilon}_b, \]  

(A1)

in which \( \dot{\varepsilon} \) is the strain rate and \( \dot{\varepsilon}_v, \dot{\varepsilon}_b \) are the aforementioned creep mechanisms. The NH creep (volume diffusion) rate, which is generally active when the material is close to its melt temperature, is given by

\[ \dot{\varepsilon}_v = \frac{42D_{0v}\Omega\sigma}{kTd_g^2} e^{-E_v/kT}, \]  

(A2)

where \( k \) is the Boltzmann constant, \( T \) is temperature, \( d_g \) is grain size, \( \Omega \) is the volume of a single molecule of CH$_4$, 5.11 \times 10^{-29} m$^3$, \( \sigma \) is the applied stress, the experimentally measured value of the molecular diffusion rate is \( D_{0v} \approx 10^{-9} m^2/s \), while the activation energy for volume diffusion in CH$_4$ crystals was measured to be \( E_v \approx 15.9 \text{kJ/mole} \). We often refer to the corresponding “activation temperature” instead of the activation energy, where in this case of volume diffusion it is defined as \( T_v = E_v/k_B = 1913 \text{K} \), where \( k_B \) is the universal gas constant (8.31 J/mol).

The corresponding formulation for Coble creep is given by

\[ \dot{\varepsilon}_b = \frac{42(2\pi\delta)^2 D_{0b}\Omega\sigma}{kTd_g^2} e^{-E_b/kT}, \]  

(A3)

where \( \delta \) is the thickness of the boundary diffusion layer between grains, assumed to be the diameter of a single molecule of CH$_4$.

For our estimate purposes, here we assume that \( \delta = \Omega^{1/3} \). To the knowledge of these authors, there is no published laboratory data on the boundary diffusion coefficient nor on the activation energies of Coble creep in CH$_4$ ice grains. In lieu of this data and following both EPS90 and EPS91, we assume that \( D_{0b} \approx D_{0v} \). Similarly following EPS90 who, in turn, followed the suggestion of Ashby and Verall (1978), we assume that \( E_b = (2/3)E_v \), which translates to a corresponding Coble creep activation temperature of \( T_b = 1311 \text{K} \).

It is worthwhile to assess for what combinations of temperature and grain size NH creep dominates Coble creep. We define the critical temperature \( T_c \) at which NH creep and Coble creep are of equal magnitude, i.e., when \( \dot{\varepsilon}_v = \dot{\varepsilon}_b \). After inserting into this equation the corresponding expressions for the two creep mechanisms, followed by sorting through the algebra, results in the simple expression

\[ T_c = \frac{T_b}{2 \ln(d_g/2\pi\Omega^{1/3})}, \]  

(A4)

where, if we assume 1 mm grains, we find \( T_c \approx 50.5 \text{K} \). According to this relationship, taking the present-day surface temperature of Pluto to be around 40 K, Coble creep in CH$_4$ ice grains is dominant. In fact, the ratio of the creep rates maybe expressed by the following formula

\[ \frac{\dot{\varepsilon}_b}{\dot{\varepsilon}_v} = \left( \frac{1 \text{mm}}{d_g} \right) \exp \left( \frac{T_v}{3T_v} - \frac{T_c}{3T_c} \right), \]  

(A5)

and for 1 mm ice grains we find \( \dot{\varepsilon}_b/\dot{\varepsilon}_v \approx 27.5 \). Focusing therefore on Coble creep, we may rewrite its stress-strainrate expression in terms of quantities more readily amenable to our following considerations, that is to say,

\[ \dot{\varepsilon}_b = 1.49 \times 10^{-15} \text{ Pa}^{-1} \text{yr}^{-1} \sigma \left( \frac{1 \text{mm}}{d_g^3} \right) \left( \frac{40 \text{K}}{T} \right) \times \exp \left( \frac{1311}{40} - \frac{1311 \text{K}}{T} \right), \]  

(A6)

Because this creep mechanism is linear with respect to the applied stress (aka: diffusional creep), we may immediately estimate the e-folding relaxation time for structures of interest: Suppose we have a pure methane structure (“mound”) of height \( H \) and horizontal scale \( 2L \), and we further suppose the base of the structure sits on an infinitely strong bedrock structure. The tangential stresses at the base of the structure may be approximated by \( \sigma = \rho g H \sin \theta \) where \( \theta \) is the typical sloping angle of the structure with respect to the horizontal, which may be estimated by \( \sin \theta \approx \theta = H/L \) for values of \( H/L < 0.2 \). Following typical arguments of creeping solid-state flow (e.g. Benn & Evans, 2010), the rate of change in the local mass content of a massive column is proportional to the height of the column, \( H \), divided by a relaxation time \( \tau \). Meanwhile, the mass-flux rate through this column is \( q \approx H^2 \dot{\varepsilon}_b \), thus the rate of adjustment of a column of height \( H \) is equated to the local divergence of the mass-flux \( \nabla \cdot q \), the latter of which we estimate with \( \approx q/L \). Thus, equating these two, i.e. \( H/\tau = q/L \), gives an estimate for the e-folding inverse relaxation time for CH$_4$ structures subject to Coble creep, and is given by the following expression:

\[ \frac{1}{\tau} \approx \frac{H}{L} \dot{\varepsilon}_b \approx 1.49 \times 10^{-15} \left( \frac{H}{L} \right)^2 \left( \frac{\rho g H}{\text{Pa}} \right) \left( \frac{1 \text{mm}}{d_g^3} \right) \left( \frac{40 \text{K}}{T} \right) \times \exp \left( \frac{1311}{40} - \frac{1311 \text{K}}{T} \right) \text{yr}^{-1}. \]  

(A7)

Mounds with heights of about 300 m together with horizontal scales of about 3 km have \( \theta \approx H/L \sim 0.1 \), while the pressure at their bases are given by \( \rho g H \approx 8.37 \times 10^{4} \text{ Pa} \). or nearly 1 bar – which means the corresponding tangential stresses at their bases are on the order of 0.1 bar (0.01 MPa). At 40 K a structure composed primarily of 1 mm CH$_4$ ice grains will have an e-folding lifetime \( \tau \approx 700 \text{ Byr} \). For 0.2 mm ice grains, \( \tau \) is about 5.6 Byr.
As noted by ES90, the transition from diffusional flow to plastic flow (in which the strainrate dependence on applied stress is nonlinear) in CH$_4$ ices might occur when stresses exceed 0.01 bars. This supposition was based on creep parameter measurements made by Bolshukhin et al. (1968). However, the dependence of the creep parameters on neither grainsize nor for strain-rates appropriate for geologic timescale processes (especially relevant for the conditions in the outer solar system) were determined. Extrapolation of their results, which were assessed for strain-rates $>10^{-7}$ s$^{-1}$, to circumstances appropriate to Pluto would involve stretching their results across many orders of magnitude. Nonetheless, ES91 suggest that based on the experiments of Bolshukhin et al. (1968), the power-law (plastic) creep parameters obey $\dot{\varepsilon}_p = A\sigma^n\exp(-T_p/T)$, where the power-law creep activation temperature is $T_p = \varepsilon_p/R \approx 1000$ K, in which $\varepsilon_p$ was experimentally determined as well. The other remaining parameters were also experimentally determined, $n \approx 3$ and $A \approx 10$ MPa$^{-n}$ s$^{-1}$. Applying the same argument as before, and inserting the above assumed numbers appropriate for the pitted uplands and Piru Rupes with $T = 40$ K, the e-folding relaxation timescale in this power-law creep regime would follow $\tau^{-1} \sim (H/\bar{L})\varepsilon_p \approx 2.6 \times 10^{-9}$ yr$^{-1}$, or approximately 400 Myr.

A more recent experimental study of laboratory annealed CH$_4$, reported by Yamashita et al. (2010), shows that the plastic flow strain-rate of methane responds on much shorter timescales. In this particular result, Yamashita et al. (2010) demonstrate that the stress-strain relationship of annealed CH$_4$ behaves according to

$$\dot{\varepsilon}_a = A\sigma^n \quad \text{(A8)}$$

where at 45 K $A = 10^{-4}$ MPa$^{-n}$ s$^{-1}$, with $n \approx 1.9$. Then following the argument given before, the relaxation timescale under these circumstances would follow

$$\frac{1}{\tau} = \tau_0^{-1} = A\left(H/\bar{L}\right)^{n+1}(\rho g H)^n \quad \text{(A9)}$$

and, applying the dimensions we have considered above for the model terrain we consider would result in a relaxation time of $\tau^{-1} \approx 0.39$ yr$^{-1}$, or about 2.5 years which is an answer that is 9 orders of magnitude different than the corresponding analysis done in the diffusion limit! We note here that the study done in Yamashita et al. (2010) did not consider stresses below 1 MPa, which are two orders of magnitude larger than the estimated stresses at the base of the pitted uplands and Piru Rupes. The main differences, however, seem likely to be in the differences between annealed CH$_4$ ice versus CH$_4$ ice grains.

Further laboratory studies are needed to both resolve these discrepancies between the two power-law creep studies and, moreover, to reproduce the general ice-grain results discussed in the beginning of this section.
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