Determination and analysis of long-wavelength transition zone structure using SS precursors
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SUMMARY
Global mapping of 410 and 660 km discontinuity topography and transition zone thickness has proven to be a powerful tool for constraining mantle chemistry, dynamics and mineralogy. Numerous seismic and mineral physics studies suggest that the 410 km discontinuity results from the phase change of olivine to wadsleyite and the 660 km discontinuity results from the phase change of ringwoodite to perovskite and magnesiowustite. Underside reflections of the 410 and 660 km discontinuities arrive as precursors to SS. With the recent development of a semi-automated method of determining SS arrivals, we have more than tripled the Flanagan and Shearer (1998a) data set of handpicked SS waveforms. We are able to increase resolution by stacking waveforms in 5° rather than 10° radius bins as well as increasing data coverage significantly in the southern hemisphere. The resulting SS-S410S and SS-S660S times are heavily influenced by upper-mantle velocity structure. We perform a joint inversion for discontinuity topography and velocity heterogeneity as well as performing a simple velocity correction to the precursor differential times and find little difference between the two methods. The 660 km discontinuity topography and transition zone thickness are correlated with velocities in the transition zone whereas the 410 km discontinuity topography is not. In addition, the 410 km discontinuity topography is not correlated with the 660 km discontinuity topography, rather anticorrelated, as expected due to the opposite signs of the Clapeyron slopes of their respective phase changes. These results suggest that, whereas the topography of 660 km discontinuity could be dominated by thermal effects, the topography of the 410 km discontinuity is likely dominated by compositional effects. In addition, unlike previous studies which find less topography on the 410 km discontinuity than on the 660 km discontinuity, our 410 and 660 km topography have similar amplitudes.
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1 INTRODUCTION
Within the mantle, the largest velocity jumps occur at approximate depths of 410 and 660 km and are thus referred to as the 410 and the 660 km discontinuity, respectively. The region between these two discontinuities is characterized by high velocity gradients that are steeper than expected from the compressional effects of pressure. However, the region below the 660 km discontinuity (actually below about 800 km) extending down to a few hundred kilometres above the core–mantle boundary is characterized by smooth velocity gradients, as expected for adiabatic increases in temperature and pressure within the mantle. In contrast, the mantle above the discontinuities is also characterized by high velocity gradients. The region between the upper and lower mantle, which is bounded by the 410 and 660 km discontinuities, is termed the ‘transition zone’, and its width varies with structure along these discontinuities.

The shear impedance contrasts across the 410 and 660 km discontinuities are small, around 4 and 8 per cent, respectively, for PREM (Dziewonski & Anderson 1981), but can range from 6 to 12 and 7 to 13 per cent (Shearer & Flanagan 1999). As a result, reflected phases from these discontinuities are small in amplitude and require the stacking of multiple records to amplify their signal above the noise level of most seismograms.

Most studies of the transition zone use the Pds phases, an upgoing P wave converted to an S wave where d refers to the conversion depth. These so-called ‘receiver function’ analyses (Langston 1979) essentially measure the lapse time between the initial P arrival and the converted S arrival to detect discontinuity depth and likewise, transition zone thickness. The technique deconvolves the vertical component P phase from the radial component SV phase.
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to enhance and normalize the signal of the converted phase before stacking (Vinnik 1977; Vinnik et al. 1983; Paulussen 1985, 1988; Kind & Vinnik 1988; Ammon 1991; Shearer 1991; Stammer et al. 1991; Chen et al. 1997; Gurrola & Minster 1998; Shen et al. 1998). Receiver functions have resolution on scales of hundreds of kilometres, but only in the vicinity of multicomponent seismic stations.

Some receiver function studies have combined data arriving from all azimuths to determine an average transition zone thickness underneath stations on a continental scale (Bostock 1996; Vinnik et al. 1996; Ramesh et al. 2002; Lebedev et al. 2003) or on a global scale (Chevrot et al. 1999; Lawrence & Shearer 2006a). These studies have the ability to detect large-scale patterns in discontinuity topography. The Bostock (1996) and Ramesh et al. (2002) studies find that transition zone thickness is close to the global average for most of the North American continent, except for the tectonically active western regions where the thickness can vary by up to 10 km. According to Vinnik et al. (1996), the transition zone beneath Eurasia is consistently thicker than average with no thickening due to the presence of the subducting slab to the east. Lebedev et al. (2003) find that the transition zone thickness variations correlate with seismic velocity beneath Australia. Chevrot et al. (1999) and Lawrence & Shearer (2006a) also find a positive but small correlation between transition zone thickness and upper-mantle shear velocity.

Other receiver function studies concentrate on specific tectonic environments and often map topography as a function of azimuth around a station. The phase transitions that likely lead to the 410 and 660 km discontinuities (discussed in detail below) should change depth in the presence of a thermal anomaly. To test the notion that the transition zone should thin in warm regions and thicken in cold regions, many authors focus on hotspots and subduction zones. Hotspot studies (Shen et al. 1998; Li et al. 2000a, 2003; Owens et al. 2000; Hosot et al. 2003) generally find that the transition zone thins beneath hotspots as expected. Likewise, subduction zone studies (Li et al. 2000b; Lebedev et al. 2002; Saita et al. 2002; Ai et al. 2003; Ramesh et al. 2005; Tonegawa et al. 2005; van der Meijde et al. 2005) find that the transition zone thickens in these cold regions, while (Ai et al. 2005) shows a thinning under central Alaska. Other areas that are well sampled by receiver functions include western North America (Duerer & Sheehan 1997, 1998; Gilbert et al. 2003) and southern Africa (Gao et al. 2002; Stankiewicz et al. 2002; Blum & Shen 2004; Niu et al. 2004). The western North America studies show that the 410 and 660 km discontinuities are not necessarily correlated to surface tectonics or anticorrelated with each other. However, the studies in the southern Africa Kappavral craton demonstrate that the thermal or chemical influence of the continental keel may extend deep enough to affect the 410 km discontinuity.

Deep earthquakes that occur within the transition zone create reflected and converted phases from the discontinuities near the source. Using the converted phase $s660P$, the depth of the 660 km discontinuity in subduction zones has been found to be depressed anywhere from 20 to 60 km (Richards & Wicks 1990; Wicks & Richards 1993; Niu & Kawakatsu 1995; Collier & Helffrich 1997; Castle & Creager 1998). Correspondingly, the reflected phases from subduction zone earthquakes, $p410P$, $s410P$ and $s410S$, indicate that the 410 km discontinuity shallows by 10–60 km (Vidale & Benz 1992; Zhang & Lay 1993; Ritsema et al. 1995; Collier & Helffrich 1997; Flanagan & Shearer 1998b). These findings are consistent with the majority of receiver function studies that indicate the 410 and 660 km discontinuities shallow and deepen, respectively, due to the cold thermal anomaly of the subducting slab, resulting in anticorrelated topography. However, a recent study by Tibi & Wiens (2005) found a depressed 410 km discontinuity in the region of the subducting Tonga slab using a variety of the reflected and converted phases recorded by the Seismic Arrays in Fiji and Tonga (SAFT) experiment. The finding of a depressed 410 km discontinuity suggests that the olivine to wadsleyite phase change is sensitive to factors other than just the thermal anomaly in this region.

In the early 1990s, the data compiled from the global seismic network had become numerous and extensive enough to begin global mapping of 410 and 660 km discontinuity topography. Revenaugh & Jordan (1991) used $ScS$ reverberations to determine 410 and 660 km discontinuity depth and topography. They found peak-to-peak topography on the discontinuities to be no more than 25 km for wavelengths of 500–5000 km. Shearer (1991) used stacks of long-period records, plotted as a function of source-receiver distance, to determine topography on the 410 and 660 km discontinuities. The study found peak-to-peak topography of 5 km on the 410 km discontinuity and 10 km on the 660 km discontinuity from the global stacks, but regional stacks showed topography that varied by as much as 20 km.

Underside reflections of $SS$ off the 410 and 660 km discontinuities arrive as precursors to $SS$, Fig. 1. To date, $SS$ precursors are the main type of data providing global coverage of both the 410 and 660 km discontinuities. However, they can resolve only the long wavelength features (thousands of kilometres) of the discontinuities due to the broad sensitivity of the Fresnel zone at their bounce point. Initial $SS$ precursor studies found 30 km peak-to-peak topography on the 410 and 660 km discontinuities (Shearer & Masters 1992; Shearer 1993). These analyses were later expanded upon with vastly more data for $SS$ precursors (Flanagan & Shearer 1998a) and $PP$ precursors (Flanagan & Shearer 1999). Peak-to-peak topography of around 30 km was observed on the 660 km discontinuity and 20 km on the 410 km discontinuity. Gu et al. (1998) also mapped global 410 and 660 km discontinuity topography with $SS$ precursors with similar findings. Recently, Chambers et al. (2005) used $P410P$ and $S410S$ to produce individual and joint maps of global 410 km discontinuity topography with features that differ from the previous $SS$ precursor studies (discussed in detail below). To date the consensus of studies which measure topography of the 410 and 660 km discontinuities is that the transition zone is a global feature with relatively small changes (around 20 km) in depth from the average (Shearer 2000).

Here we seek to improve the global mapping of the discontinuities by employing a recent semi-automated method for determining $SS$ phase arrivals. Using the cluster analysis method described in Houser et al. (2008), we have quickly determined the arrival times of more than 28 000 $SS$ arrivals. First we investigate the effect of adding our absolute $SS$ arrival measurements to the Flanagan & Shearer (1998a) $SS$ measurements. The combined data set is over three times the size of the original, providing better coverage in previously poorly constrained regions (mostly in the southern hemisphere). Fig. 2 (top panel) shows the number of $SS$ precursors that fall within 5° radius bins for the new combined data set (over 39 800 measurements) and Fig. 2 (bottom panel) is the number from the Flanagan & Shearer (1998a) study (around 13 000 measurements). The increased coverage of the expanded data set allows us to be more confident in observed topography in many areas of the southern hemisphere. The increased coverage also allow for more accurate interpretations of the relative behaviour of the 410 and 660 km discontinuity topography and transition zone thickness.

Next, we investigate the effects of velocity anomalies on the $SS$–$SdS$ times (where $d$ stands for the 410 or 660 km discontinuity). Past precursor and receiver function studies of discontinuity topography assume a mantle velocity model and map the traveltime anomalies as changes in topography. Likewise, typical tomography studies...
parametrize the Earth as spherical shells and map the traveltime anomalies as changes in velocity within each shell. Most previous mappings of the 410 and 660 km discontinuities have neglected the trade-off between the choice of velocity model and boundary depth on the traveltimes. The exception is a study by Gu et al. (2003) which is discussed below. Our inversion method uses a variety of body wave, surface wave and SS–SdS data to simultaneously invert for mantle shear velocity anomalies and 410 and 660 km discontinuity topography. We compare the discontinuity topography from this joint inversion with the topography derived by correcting the precursor times for a known velocity model to determine which method is preferable for removing the effects of upper-mantle structure.

In the last part of the paper, we analyse the results to understand the origin of the topography. We compare the 410 and 660 km discontinuity topography with each other and with the velocities within the transition zone. We also compare the transition zone thickness to the velocity structure. We find that the 660 km discontinuity topography and thus transition zone thickness is dominated by the thermal structure of subducting slabs. However, in many regions the 410 km discontinuity topography does not correspond to our understanding of the thermal and chemical state of the mantle transition zone.

2 SS PRECURSOR MEASUREMENTS

The SS measurements of Flanagan & Shearer (1998a) (henceforth referred to as F&S) were determined manually by selecting the maximum of the SS pulse from seismograms recorded by the Incorporated Research Institutions for Seismology (IRIS), Global Seismic Network (GSN) and Geoscope between 1976 and the end of 1995. They used the transverse component filtered to the old SRO network response to produce long-period seismograms. The data were restricted to earthquakes at depths shallower than 75 km and distances of 110–180° to avoid interference with depth phases and topside reflections. The cluster analysis technique measures the onset of the SS arrival. To make our data compatible with the F&S times, we perform an automated search for the maximum of the SS pulse within 40 s of the onset time.

Our cluster analysis SS data were measured from the beginning of 1995. Before the late 1990s, there were not enough traces for each event with high signal-to-noise ratios to properly apply cluster analysis. Consequently, our data set is a natural extension of the previous F&S handpicked SS data set, with enough overlap to directly compare our methods. Comparing the overlapping measurements for 1995, our SS peak times are within a few tenths of a second of the F&S times. Around 13 500 manual SS times were used in the F&S study. The cluster analysis data set of SS arrival times is based on events with $m_b > 5.5$ from all global networks and available PASSCAL deployments for the years 1995–2005. The seismograms used in the cluster analysis are also filtered to the response of station SRO to be compatible with earlier data. The details of the cluster analysis method do not influence the differential SS-SdS times measured here. Rather the cluster analysis simply provides a means to

Figure 1. Top panel: Ray geometry of SS precursors (adapted from Flanagan & Shearer (1998a)). Bottom panel: Actual precursor stack used in this study from the NW Pacific including 445 seismograms. There is a time gap between the main SS arrival and the precursors.
assemble a catalogue of waveforms with high-quality SS phases. With the addition of these cluster analysis SS times, the number of measurements grows to over 39,800 SS times.

The traces with identified SS phases are stacked using the method of Flanagan & Shearer (1998a) which is summarized here. The world is subdivided into 5° radius circular caps with centres that are separated by approximately 5°. Due to the increased size of our combined data set, we are able to decrease the stacking cap size from 10° used in F&S. The cap locations and the number of traces with bounce points within each cap are shown in Fig. 2. Traces with bounce points that fall within a cap are deconvolved using simple spectral division of the SS pulse and acausal filtering to reduce side lobes. The deconvolved traces are then stacked along the predicted traveltime curve for S410S and again for S660S using PREM (Dziewonski and Anderson 1981) evaluated at a period of 20 s. This differs from F&S who used the intermediate curve for S550S; however, the difference is very small. Like F&S, we also use a reference distance of 138° for stacking. The SS–SdS time is the difference of the peak of the SS pulse and the maximum of the stacked trace in a time window for the expected arrival times of S660S (starting 233 s before SS) and S410S (starting 161 s before SS).

A boot-strap random resampling technique is applied to the traces in each cap to determine the error on the SS–SdS times. The cap locations shown in Fig. 2 are adjusted to reflect the actual average bounce point location of the traces that fall within the cap. Caps with less than six traces in their stack are not used in any further analysis and, therefore, are excluded from Fig. 2 (top panel). F&S exclude caps with less than 10 traces in their study, so these caps are not included in Fig. 2 (bottom panel). The updated data set reinforces coverage in many areas while also filling in many of the pre-existing holes in the Indian Ocean, Atlantic Ocean and southern hemisphere in general. Gaps in coverage exist on the western side of South America and Africa. In the well-covered region in the northwest Pacific Ocean, the number of seismograms contributing to a stacked trace now exceeds 200. The actual stacked traces from each cap are available on the corresponding author’s website.

Even though we have improved the coverage and increased the number of traces in each cap by combining the cluster analysis SS data set with the F&S SS data set, caps with high error remain. Fig. 3 shows the depth error in this study for 410 (top panel) and 660 (bottom panel) km discontinuity topography. The error is calculated by converting the time errors from the boot-strap random resampling to depth errors. Regions with large error are dark grey while those with low error are white. For most of the globe, the error on the topography for both discontinuities is less than 3 km. The high error regions occur where the SS precursors have very low amplitude in the stacked traces. A few studies have suggested that precursor measurements may not accurately represent topography due to the effects of topography of smaller dimension than the first Fresnel zone of SS (Chaljub & Tarantolla 1997; Neele et al. 1997) or the off-path effects not accounted for by ray theory (Zhao & Chevrot...
2003). However, Shearer et al. (1999) has shown that the precursor measurements are robust.

The deviation from the average for the transition zone width (top panel), 410 (middle panel) and 660 (bottom panel) km discontinuity topography from the combined SS data set is shown in Fig. 4. The SS–SdS times are converted to depths from predicted traveltimes for precursor arrivals using PREM (Dziewonski & Anderson 1981) and have been corrected for the global crustal model CRUST 2.0 of Laske et al. (http://mahi.ucsd.edu/Gabi/rem.dir/crust/crust2.html). Spherical splines are computed from the cap measurements and interpolated at a regular interval of 5° in longitude and latitude. The splines minimize the squared Laplacian integrated over the sphere and thus smooth out short wavelength (high harmonic degree) structure (Parker 1994). Fitting our data to $\chi^2/N$ of 0.5 results in a model that is the equivalent to a spherical harmonic truncation at about degree 20. All of the following maps based on the SS precursor data are constructed in this fashion. Negative values (blue) indicate that the discontinuity is deeper than average and likewise positive values (red) indicate that it is shallower than average. The transition zone thickness is our most robust measurement as it is independent of upper-mantle structure. The transition zone is thickest (blue) in the western Pacific associated with current subduction zones and thinnest (red) under Africa as well as the mid-Atlantic and eastern Indian oceans. The apparent correlation of the 410 and 660 km discontinuity topography is not representative of true structure since both the 410 and 660 km topographies are clearly influenced by upper-mantle velocities. Therefore, before discussing the structure further, it is necessary to determine the best method for removing the effects of upper-mantle velocity heterogeneity.

3 REMOVING THE EFFECTS OF THE UPPER MANTLE ON SS PRECURSORS

3.1 Joint inversion for discontinuity topography and velocity anomalies

The inversion method used here is the same as that described in Houser et al. (2008) except that the block size is larger. The velocity model is parametrized as equal area blocks measuring 6° at the equator for 18 layers (approximately 100 km thickness in the upper mantle, 200 km thickness in the lower mantle) as well as 6° pixels for the 410 and 660 km discontinuity topography, resulting in 22,920 model parameters. Our block parametrization is equivalent to a spherical harmonic expansion to degree 30. Although our traveltine data sets can resolve features on finer scales, as in Houser et al. (2008), we use a block size that is comparable to the broad sensitivities of the precursors at their bounce points. The power in the topography is dominated by structure in the low-order harmonic degrees, so this parametrization is appropriate.

Our inversion uses a combination of surface waves to constrain upper-mantle structure, numerous long-period S body wave data and our combined SS–SdS times. We use global phase velocity maps of Love (Bassin et al. 2000) and Rayleigh (Laske 2004, personal communication) waves at frequencies of 4–15 mHz to constrain upper-mantle velocity structure. The low frequency surface wave data have comparable sensitivities to velocity perturbations and to discontinuity depth. Thus, if inverted alone, surface waves have large trade-offs between velocity anomalies and discontinuity topography. However, the addition of the SS–SdS times completely removes this trade-off and allows topography to be recovered. For the inversion, we convert the crust-corrected 410 and 660 km discontinuity depths as well as the transition zone thickness to one-way vertical traveltimes using 20 s PREM (Dziewonski & Anderson 1981).

The body wave data consist of the long-period direct and differential arrival times. Houser et al. (2008) describe the cluster analysis technique used to determine the traveltimes of S and SS. The differential traveltimes, SS–S and ScS–S were determined with the method of Woodward & Masters (1991a,b) updated in 1999 and 2004, respectively. The sizes of each data set are listed in Table 1.
3.2 Direct velocity correction

The standard method for removing the effects of the upper mantle on the SS–SdS times is to correct for a known 3-D velocity model. The traveltime advance or delay along the differential SS–SdS ray path is calculated by integrating the 3-D anomalies along the (1-D) ray paths and is then subtracted from the observed SS–SdS time. Velocity anomalies are very high in the upper mantle and have a significant effect on the SS–SdS times as evidenced by the reflection of surface tectonics such as ocean ridges and cratons in the 410 and 660 km discontinuity topography. Fig. 4. The long wavelength features in shear velocity models are now in quite good agreement (Romanowicz 2003), so the velocity correction should not change significantly due to the choice of shear velocity model. Here we use a 6° shear velocity model from an inversion of the data sets described above that does not include the discontinuities. This model is almost identical to the velocity model obtained by jointly inverting for velocities and topography.

4 RESULTS

To test the amplitude and pattern recovery of the joint inversion, we performed checkerboard tests. A checkerboard pattern is set for a given layer and synthetic data are computed. These synthetic data are then inverted using the same smoothing parameters as for the real data. If the model had perfect resolution, the output model would be the same as the input checkerboard. However, this is never the case in global tomography. Figs 5(a)–(d) shows the results for the 410 km discontinuity topography, 660 km discontinuity topography and the transition zone velocity anomalies for a checkerboard in the velocity model at the layer above 660 km. Figs 5(e)–(h) shows the results for an initial checkerboard of topography on the 660 km discontinuity. The topography does not leak into the velocity model and likewise the velocities do not leak into the topography model. Therefore, there is almost no covariance in velocity and topography model parameters. The deviations to the average transition zone width along with the topography on the 410 and 660 km discontinuities from our joint inversion are shown in Fig. 6. Negative values (blue) indicate that the transition zone is thicker than average or that topography is low. Positive values (red) indicate that the transition zone is thinner than average or that topography is high. The thickest region of transition zone extends from southwest to southeast Asia and continues along the Java trench to New Zealand. This thickening is due to a depression of the 660 km discontinuity accompanied by a rise in the 410 km discontinuity. The transition zone is thin under most of the Pacific due to a depression of the 410 km discontinuity.

The deviations to the average transition zone width along with the topography on the 410 and 660 km discontinuities for the velocity-corrected times are shown in Fig. 7. The results are similar to those from the joint inversion, though are smoother. This is because the joint inversion uses a first-difference smoother while the splineing used to make Fig. 7 employs a second derivative smoother. Fig. 8 shows the correlation (left-hand panel) and amplitude (right-hand panel) as a function of harmonic degree for the 410 km discontinuity topography (top panel), 660 km discontinuity topography (middle panel) and transition zone thickness (bottom panel) models from both methods. The maps are highly correlated at all harmonic degrees but the amplitudes of the velocity-corrected maps are larger than average or that topography is high. Positive values (red) indicate that the transition zone is thinner than average or that topography is high. The thickest region of transition zone extends from southwest to southeast Asia and continues along the Java trench to New Zealand. This thickening is due to a depression of the 660 km discontinuity accompanied by a rise in the 410 km discontinuity. The transition zone is thinner than average or that topography is low. Positive values (red) indicate that the transition zone is thicker than average or that topography is high. The thickest region of transition zone extends from southwest to southeast Asia and continues along the Java trench to New Zealand. This thickening is due to a depression of the 660 km discontinuity accompanied by a rise in the 410 km discontinuity. The transition zone is thin under most of the Pacific due to a depression of the 410 km discontinuity.
topography from their joint inversion and their previous SS precursor studies (Gu et al. 1998; Gu & Dziewonski 2002) and that their velocity did not change noticeably when accounting for discontinuity topography.

Both methods work equally well for reducing the effect of upper-mantle velocity heterogeneity on the precursor times and find the same average transition zone thickness, 240 km. However, the average 410 and 660 km discontinuity depths from the velocity-corrected model are different than those from the joint inversion model. Values for the average 410 km discontinuity depth range from 410 to 420 km while the average 660 km is consistently found at 654 km (Flanagan & Shearer 1998a; Gu et al. 1998; Lawrence & Shearer 2006b). Absolute depths derived from SS-SdS times are very sensitive to the choice of the 1-D velocity model, and we caution against interpreting the absolute depths derived from SS precursors. For the joint inversion, we observe that there is almost no trade-off between the velocity and topography structure, therefore, it is acting essentially as a computationally intensive velocity correction. Although shorter wavelength structure is present in the joint inversion model, the model does not fit the cap depths any better than the velocity-corrected model. In fact, the velocity-corrected model provides a slightly better fit to the cap depths. Therefore, we find that the direct correction for a known velocity model is the most straightforward and accurate method for reducing the effect of the upper-mantle and transition zone velocity anomalies and the corresponding model shown in Fig. 7 will be used for further analysis.

5 COMPARISON TO PREVIOUS STUDIES

The deviations from the average transition zone width from this study (top), Gu et al. (2003) (middle left-hand side) and Flanagan & Shearer (1998a) (middle right-hand side) are shown Fig. 9. All
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Figure 6. Deviations from the average 410 (middle panel) and 660 (bottom panel) km discontinuity depth and transition zone thickness (top) from the joint inversion for velocity anomalies and boundary topography. The average depths for the 410 and 660 km discontinuities from the joint inversion are 420 and 660 km, respectively, resulting in an average transition zone thickness of 240 km.

the maps are based on correcting their respective raw SS–SdS times for CRUST 2.0 and the 6° velocity model used to produce Fig. 7. Thus, any observed differences reflect differences in the data and not the corrections. Gu et al. (2003) performed a stacking procedure similar to that used here, but measure SS–SdS by cross-correlating the stacked trace with a synthetic seismogram. Their transition zone thickness is in good agreement with ours, which is shown quantitatively by the positive correlation (black line) at low harmonic degrees in the bottom left of Fig. 9. Our transition zone thickness is highly correlated (bottom right-hand side, black line) with Flanagan & Shearer (1998a), as would be expected since their data is included in this study. Our map of transition zone thickness is more detailed and has higher amplitude than the Gu et al. (2003) and Flanagan & Shearer (1998a) maps because our increased data set allows us to reduce the stacking cap size from the 10° radius used in the previous studies to just 5° radius.

Our results are useful for examining local SS precursor results in a broader context. Our 410 km discontinuity topography map generally agrees with the globally distributed 2-D S410S stacks of Deuss & Woodhouse (2002). SS precursors have been used to investigate hotspot regions in the vicinity of the Society (Niu et al. 2002) and Hawaii (Schmerr & Garnero 2006) Islands where the transition zone is found to be thinner than average, in agreement with our result that the transition zone is thin beneath most of the Pacific. However, Lee & Grand (1996) use SS precursors to determine that the transition zone is average in thickness beneath the East Pacific Rise. Our result that the transition zone is generally thin in the Pacific complicates the interpretation that a thin transition zone indicates the presence of a lower-mantle heat source beneath Pacific hotspots.

Recently, mapping of the discontinuities has been attempted with PP precursors. We performed our stacking analysis to identify PP precursors, but found the results very unstable. The P410P and P660P most often are indistinguishable from the noise. The PP stacks are also available from the corresponding author’s website. Deuss et al. (2006) suggest that a complex chemical structure is necessary to explain the variations they see in P660P. However, the variation may just be an artefact of the difficulty in detecting P660P. Chambers et al. (2005) use P410P and S410S to produce individual and joint maps of global 410 km discontinuity topography. Whereas the long wavelength features of their S410S 410 topography map are in agreement with our results, some features are quite different, most notably, in the western Pacific where their 410 topography shallows and ours deepens. This feature is also present in their P410P map, but not in the Flanagan & Shearer (1999) P410P map. Their 410 topography maps also have more power at spherical harmonic degree two, while the power in our 410 topography is concentrated at degree one in agreement with Flanagan & Shearer (1998b, 1999) and Gu et al. (2003). The cause of these discrepancies is unknown, but is likely related to differences in the waveform stacking procedures.

6 INTERPRETATION

So far, we have determined that our preferred transition zone thickness and 410 and 660 km discontinuity topography are derived from the crust and velocity-corrected SS–SdS times calculated by stacking the combined (F&S and cluster analysis) data set of SS peak times. By comparing the structure in the crust and velocity corrections with that in the topography models before and after the corrections (see online Supplementary Material), we believe that we have removed a majority of the structure above the transition zone from influencing the discontinuity topography. Therefore, our maps of discontinuity topography and transition zone thickness can be interpreted in terms of the thermochemical variations. Theoretical and experimental mineral physics have shown that the phase transformation of α-olivine to β-spinel (wadsleyite) occurs at approximately 410 km depth and that the γ-spinel (ringwoodite) to perovskite and magnesiowustite occurs at approximately 660 km depth (Anderson
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Figure 7. Deviations from the average 410 (middle panel) and 660 (bottom panel) km discontinuity depth and transition zone thickness (top panel) corrected for CRUST 2.0 and the 6° shear velocity model described in section 4.1. The map is computed using spherical splines, which are equivalent to a spherical harmonic expansion out to degree 20. The average depths of the 410 and 660 km discontinuities are 410 and 650 km, respectively, resulting in an average transition zone thickness of 240 km using 20 s PREM.

1967; Ringwood 1969; Ita & Strixrude 1992; Helffrich 2000). It is thought that the \(\beta\)-spinel (wadsleyite) to \(\gamma\)-spinel (ringwoodite) transition occurs at around 520 km causing the less pronounced 520 km discontinuity (Shearer 1990, 1996; Deuss & Woodhouse 2001).

Although the phase transformations occur in a composite material with interactions among the chemical species MgO, FeO, SiO\(_2\), CaO and Al\(_2\)O\(_3\), we can approximate the behaviour of the transformation as a single component system. In a single component system, the Clapeyron slope, \(\partial P/\partial T\), the change in pressure over the change in temperature, can be used to predict the behaviour of a phase change in response to a thermal anomaly. The Clapeyron slopes for the transformations occurring at the 410 and 660 km discontinuities are positive and negative, respectively. Therefore, in the presence
Correlation and Amplitude of the Velocity Corrected Versus the Joint Inversion Topography

Figure 8. Left-hand panel: The correlation of the joint inversion discontinuity topography and transition zone thickness to that from the velocity-corrected model. Right-hand panel: The amplitude of the velocity-corrected (blue) and joint inversion (red) depths as a function of harmonic degree. The dashed lines represent the 90 per cent significance level for positive and negative correlations.

of a vertically coherent cold thermal anomaly, the transition zone should be thicker than average and thinner in the presence of a warm thermal anomaly.

If the 410 and 660 km discontinuities are undulating in response to thermal variations, we expect the transition zone thickness to be anticorrelated with the velocity anomalies in the transition zone. For example, a negative, or slow, velocity anomaly caused by a decrease in temperature should cause the transition zone to thin, which is a positive anomaly based on our sign conventions. This phenomena is shown to be true in Fig. 10, which shows the velocity and crust-corrected transition zone thickness alongside the 6° shear velocity anomaly model, as well as the correlation of the thickness to each velocity layer and the associated amplitudes as a function of harmonic degree. The transition zone thickness and velocity structure are highly anticorrelated, although there is an absence of correlation at degree one. This seems to support the idea that the long-wavelength features of the 410 and 660 km discontinuity topography could indeed be caused by their respective phase transformations moving to shallower or deeper depths in response to vertically coherent thermal anomalies.

On the other hand, if a vertically coherent thermal anomaly is affecting the 410 and 660 km discontinuities, then it is expected that their topography would be opposite to each other, or anticorrelated, due to the opposite signs of the Clapeyron slopes associated with their phase changes. However, in Fig. 11 it is clear that, overall, the 410 and 660 km discontinuities are somewhat positively correlated or uncorrelated rather than anticorrelated, which appears to contrast with the correlation of the transition zone thickness with the velocity anomalies. Fig. 12 (top panel) shows the correlation and amplitude of the 410 km discontinuity topography with the shear velocity model in the layer between 400 and 530 km. Likewise, Fig. 12 (bottom panel) is the correlation and amplitude of the 660 km discontinuity topography with the shear velocity model in the layer between 530 and 660 km. The amplitude of the 660 km discontinuity topography is similar to that of the 410 km discontinuity except that it is noticeably higher at degree two (Fig. 11), which is also the dominant signal in the velocity structure.

One explanation for the apparent discrepancy is that the thermal structure is not vertically coherent between the two discontinuities. This is doubtful since the velocity structure (a likely proxy for the thermal structure) at the 410 and 660 km discontinuities is similar, although there is some degree of vertical smearing of structure in the transition zone due to the broad depth sensitivities of our long-period surface waves. The correlation of the 410 and 660 km discontinuity topography has also been found by Gu et al. (1998). As discussed previously and summarized in Collier et al. (2001),
Transition Zone Thickness Comparison

Our Combined Data: Velocity and Crust Corrected

GDE 2003: Velocity and Crust Corrected

F&S 1998a: Velocity and Crust Corrected

Figure 9. Comparison of our transition zone thickness (top panel) to that from Gu et al. (2003) (middle left-hand panel) and Flanagan & Shearer (1998a) (middle right-hand panel). The bottom graphs are the correlation and amplitude as a function of harmonic degree for our map of transition zone thickness versus that of Gu et al. (2003) (left-hand panel) and Flanagan & Shearer (1998a) (right-hand panel). The dashed lines are the 90 per cent confidence levels for positive and negative correlations.

studies of reflected and converted phases in subduction zones do find the discontinuities to be anticorrelated on scales of hundreds of kilometres. In the western Pacific between the Java and Tonga trenches, we also see a deep 660 km discontinuity accompanied by a shallow 410 km discontinuity. Therefore, it is likely that the 410 km discontinuity does respond as expected in the presence of a thermal anomaly. The fact that it is not globally anticorrelated with the 660 km discontinuity or correlated with the velocity structure indicates that other
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Figure 10. Top left-hand panel: Our crust and velocity corrected transition zone thickness. Top right-hand panel: Our 6° shear velocity model based on Houser et al. (2008) for layers in the transition zone. Bottom left-hand panel: The correlation and amplitude of the transition zone thickness with the velocity model layer between 400 and 530 km. Bottom right-hand panel: The correlation and amplitude of the transition zone thickness with the velocity model layer between 530 and 660 km. The dashed lines in the correlation plot represent the 90 per cent significance level for positive and negative correlations. The scale on the right hand side of the amplitude is that for velocity (red) and the left side for thickness (blue) as a function of harmonic degree. The high anticorrelation between the thickness and the velocities (except at degree 1) implies that the transition zone thickness is responding to the same thermal structure that causes the velocity anomalies.

Factors must be contributing to the 410 km discontinuity topography. However, the long wavelength features of the 660 km discontinuity topography and transition zone thickness are correlated to the velocity structure. This can be explained by the depression of the ringwoodite to perovskite and magnesiowustite phase change due to the ponding of cold subducted oceanic lithosphere. This ponding was first discovered by Shearer & Masters (1992) from the mapping S660S, but was brought into question by Petersen et al. (1993). However, the depression of the 660 km discontinuity in the western Pacific is a robust feature (Shearer 2000). The ponding is likely due, in part, to the effect of the endothermic phase change of ringwoodite to perovskite and magnesiowustite phase change which inhibits the flow of cold material into the lower mantle. A high-viscosity lower mantle (Forte & Mitrovica 2001) could also impede flow across the 660 km discontinuity. Further modelling is necessary to understand the balance of these forces, which could contribute to the temporary resistance to flow from the upper to lower mantle.

Since the 410 km discontinuity exhibits behaviour that is not expected from simple Clapeyron slope arguments, there is likely a contribution from compositional variations. Weidner & Wang (2000) have demonstrated that a variety of behaviours for 410 km discontinuity topography can be expected depending on the concentration of aluminium and iron. Other studies (Vinnik & Farra V. 2002; Bercovici & Karato 2003; Song et al. 2004) have suggested that melt may be present at the 410 km discontinuity. Bercovici & Karato (2003) propose that the melt occurs when material upwelling across the wadsleyite–olivine boundary loses its water due to wadsleyite having the ability to incorporate more water into its silicate structure than olivine. This proposed, and sometimes observed (Song et al. 2004), melt layer, although thin, would have a greater impact on the amplitude of S410S than on the timing of the phase arrival. However, their model requires that the melt layer be ubiquitous and, therefore, would effect the observed mean S410S time rather than its lateral variations. Recently, Jacobsen & Smyth (2006) describe...
a scenario in which the 410 and 660 km discontinuities are anticorrelated and accompanied by high $V_p/V_s$ ratios due to the presence of a few percent water. This scenario does not agree with our findings since it also indicates that the 410 and 660 km discontinuities should be anticorrelated and that a shallow 410 km discontinuity should correspond to regions of slow shear velocities, which we do not observe. To date, the chemical and mineralogical implications of the curious topography of the 410 km discontinuity has to be fully explored.

It is also necessary to address the issue of the amplitudes of the 410 and 660 km discontinuities. It has long been observed that topography on the 410 km discontinuity is smaller than that on the 660 km discontinuity (Helffrich 2000; Shearer 2000). This observation runs counter to the observation that the Clapeyron slopes of the phase changes occurring at the 410 and 660 km discontinuities, while opposite in sign, have a similar magnitude (Bina & Helffrich 1994). However, since we have demonstrated that the 410 km discontinuity topography likely has a significant compositional component, differences in the discontinuity topography magnitude may not reflect differences in their respective Clapeyron slopes. In Fig. 11, the amplitudes of the 410 km (blue) and the 660 km (red) discontinuity topography are similar. This indicates that the 410 km discontinuity may have as much topography as the 660 km discontinuity.

Fig. 13 shows histograms of the 410 and 660 km discontinuity topography in each 5° radius bin from the F&S study (top panel), our combined data set (middle panel) and our combined data set with more than 40 traces contributing to the stacked trace (bottom panel). If the 410 km discontinuity truly has less topography than the 660 km discontinuity, the histogram of 410 km discontinuity topography should be narrower than that of 660 km discontinuity topography. However, it is apparent from the histograms that the 410 and 660 km discontinuity depth variations have similar magnitude. It is interesting to note that the width of the histograms has not changed from the F&S study to our combined data. The width of the histogram for the 410 km discontinuity topography is somewhat narrower than that of the 660 km discontinuity topography for the stacks of the combined data set with more than 40 traces; although this requirement limits the analysis mostly to the northwestern Pacific and may not representative of global structure. Therefore, we conclude that the topography on the 410 km discontinuity is not significantly less than, but is comparable to, the topography on the 660 km discontinuity.

7 CONCLUSIONS

(1) We have used the cluster analysis $SS$ arrival times to find the maximum of the $SS$ pulse to join our data set with the data set of
Figure 13. Histograms of the F&S (top row), our combined (middle row) and our combined with greater than 50 traces in a stack (bottom row) 410 and 660 discontinuity depths. Note: The scale on the bottom histograms is about a third that of the top and middle histograms. The 410 km discontinuity topography histogram narrows somewhat for caps with greater than 40 traces, but the restriction limits the bins to geographically well-sampled regions such as the northwestern Pacific (see Fig. 2).
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Flanagan & Shearer (1998a). By combining the data sets, we have more than tripled the number of traces used in the original F&S study. Our cluster analysis method allows each of the traces to be visually inspected, but traveltimes from vast amounts of data can be determined quickly compared with the completely manual analysis used in the F&S study. The resulting 410 and 660 km discontinuity topography and transition zone thickness are very similar to those in the F&S study, demonstrating that our SS maximum times are compatible with those determined manually. Therefore, it is not necessary to manually determine the maximum of the SS pulse for stacking.

(2) We have explored two means of correcting for the effect of the velocity structure on the precursor times. The first approach is to jointly invert for velocity and boundary perturbations. However, the results from this method are essentially the same as removing the calculated traveltimes from a known velocity model. Since the latter method is computationally inexpensive and fits the data equally well or better, we prefer to apply a crust and velocity correction to reduce their influence on our estimates of the 410 and 660 km discontinuity topography and transition zone thickness.

(3) Our results agree with most SS precursor studies including those of Gu & Dziewonski (2002) and Gu et al. (2003) which use similar data and methods.

(4) We have shown that the transition zone width and 660 km discontinuity topography are correlated to transition zone velocity structure, but the 410 km discontinuity is uncorrelated. In addition, the 410 km discontinuity topography is slightly correlated rather than anticorrelated with the 660 km discontinuity as would be expected for a vertically coherent thermal anomaly. This implies that there are probable compositional variations affecting the olivine to wadsleyite phase transition in the region of the 410 km discontinuity.

(5) We have found similar amplitudes of the 410 and 660 km discontinuity topography for our combined data which contradicts previous studies that have found less topography on the 410 km discontinuity.
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